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Abstract. The field of granular computing deals with representing, or-
ganizing, and processing information based on different levels of abstrac-
tion or aggregation. In the domain of image search, an increasingly com-
mon approach is to organize and aggregate the retrieved images within
multi-level structures. In this paper, we will explore some of the core prin-
ciples of granular computing within the context of image retrieval, dis-
cussing how our hierarchical approach to image clustering supports the
searchers’ decision-making tasks within the context of image retrieval.
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1 Introduction

Granular computing deals with structuring information associated with a prob-
lem at different levels of abstraction (granulation). At a high level of abstrac-
tion, information is aggregated resulting in a small number of large granules that
represent general information. At a low level of abstraction, the degree of aggre-
gation is much lower, resulting in many smaller granules that represent much
more specific information. The advantage of problem solving within a granular
framework is that it allows irrelevant details to be ignored and the problem to
be addressed at the most appropriate level of abstraction. Viewing the problem
from a high level of granularity leads to approximate solutions; delving deeper
into lower levels leads to successive increases in precision [21].

Bargeila and Pedrycz [2] have suggested that there are three fundamen-
tal elements required to engage in granular computing. A granular computing
framework must support multiple levels of information granularity, allow for the
encoding and decoding of information between these levels of granularity, and
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support non-homogeneous computation and analysis methods depending on the
level of granularity. Yao [21] reinforced these fundamental elements through the
specification of three principles of granular computing: multilevel granularity,
granularity conversion, and focused effort.

Granular computing has also been discussed from three complementary per-
spectives: philosophy, methodology, and computation [21–23]. The philosophical
perspective deals with structured thinking (e.g., the human thought process
of decomposition and integration). The methodological perspective deals with
structured problem solving (e.g., the classical “divide and conquer” approach).
The computational perspective deals with structured information processing
(e.g., representing the granular information in structures that lend themselves
to computation, and the actual process of computation on these structures).
The common theme across all of these perspectives is the fundamental notion of
multilevel granular decomposition and hierarchical organization.

In this paper, we will discuss how our recent work to develop a visual and
interactive interface that supports Web image search tasks [7, 17] follows a gran-
ular computing paradigm. We will use Yao’s principles as the basis for not only
describing how images are organized, but also how searchers can interact within
this interface and the support it provides for decision making in the context of
image retrieval. This discussion will primarily follow the methodological perspec-
tive on granular computing, focusing on how these systems support the human
decision-making processes required in image retrieval.

2 Fundamentals of Image Retrieval

At a conceptual level, image retrieval is not very different from other types of
information retrieval (e.g., document retrieval). However, at a practical level,
there are significant differences that make it more difficult from an information-
centric perspective, but also more effective from a human-centric perspective.

Many image retrieval approaches used on the Web are based on keyword
search algorithms [8]. The image index is generated based on terms that are used
in relation to the images (e.g., tags used in links, words used on the same page
as the image, etc.). Searchers provide a textual description of their image needs,
and the underlying search engine matches these terms to the index, returning a
ranked set of corresponding images. This approach can work well if the images
are accurately and fully described within the index, and if the searcher is able
to provide a complete and precise description of what it is they are seeking.
Unfortunately, these constraints are seldom met.

The issue of creating a robust index of images on the Web is especially
challenging, given the sheer number of images as well as the difficulty with au-
tomatically determining accurate index terms. Some have attempted to address
this problem from the perspective of content-based image retrieval [13], wherein
the searcher provides one or more images or sketches that describe what they
are seeking, and matches are made based on visual similarity. While appealing,



A Granular Computing Perspective on Image Organization 3

such approaches are often not effective due to the differences in how humans and
computers evaluate image similarity [4].

Another approach is to assume that other researchers will be able to continue
to improve the information-centric process for matching queries to image indexes,
and instead focus on the human-centric aspects of image retrieval. Many of the
top search engines provide their image search results in a simple scrollable grid of
images. This näıve approach does little to take advantage of the powerful visual
capabilities of the human mind [20].

An increasingly popular approach is to support similarity-based image brows-
ing [19, 14], wherein images are organized based on visual similarity and the
searcher’s task becomes one of browsing and exploring within this image space.
Methods such as these take advantage of the searcher’s ability to easily identify
the relevance of images with just a glance. They can be applied to the entire
document collection, or to a subset extracted as a result of a user-supplied query.
Our research follows this stream, focusing on providing granular support at mul-
tiple levels of abstraction for the human-centric decision-making activities that
are necessary for effective Web image retrieval.

3 Granular Organization of Images

Due to the ambiguity that is common in Web image search queries [1], the
relationships among the set of retrieved images can be rather complicated. Some
images may be related to one another because they convey similar meaning,
whereas others may be visually similar. These different methods for determining
the relationships between images provide different frames of reference for the
creation of granular worlds that provide abstract views of the image collection.

Considering the semantic and visual similarity of images, there are three
different approaches that can be followed for generating a granular framework
for the organization of images: (1) using a semantic frame of reference, images
may organized into granular structures based on the meanings or conceptual
features contained within the images; (2) using a visual frame of reference, gran-
ules may be defined based on the appearance of the images; and (3) combining
the semantic and visual frames of reference, granular structures may be gener-
ated that simultaneously group images based both on their meanings and their
appearance. Given that searchers are often not only interested in subject mat-
ter but also appearance and aesthetics when searching for images, our research
follows the last of these options.

3.1 Feature Vector Generation

To achieve our goal of using both semantic and visual information to organize
the images, we extract two feature vectors for each image in the collection. The
semantic feature vector captures the conceptual meaning of the image, while the
visual feature vector describes the appearance and visual characteristics of the
image.
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To compute the semantic feature vectors, we assume that all images in the
collection are associated with one or more tags that describe their contents.
This assumption holds for photo collections such as Flickr. For untagged image
collections, automatic annotation techniques may be employed such as the one
proposed by Li and Wang [9]. Another alternative is to derive tags for the images
through a query expansion process, wherein the tags for an image are deduced
based on its source expanded query [7, 18].

In order to determine the semantic relationship between any pair of im-
ages based on these tags, we must have access to some external knowledge base
that understands the semantic relationships between the tags. Wikipedia is well-
suited to this task given the fact that it includes many hyperlinked articles on
people, places, and things, matching the conceptual subjects of many images.
Using Wikipedia, we can compute the relatedness R(i, j) between two images i
and j using the average relatedness between their tags:

R(i, j) =

∑
s∈T (i),t∈T (j)WLM(s, t)

‖T (i)‖ × ‖T (j)‖

Here, T (·) denotes a set of tags associated with an image, ‖ · ‖ represents the
number of elements in a set, and WLM(·, ·) is the Wikipedia Link-based Measure
[10] that computes the semantic relationship between two tags based on the
hyperlink structure between their associated articles in Wikipedia.

Given a search results set that containsN images, the above process generates
an N × N table, in which each entry stores the semantic relatedness of two
corresponding images. To convert this table into a set of semantic feature vectors,
classical multi-dimensional scaling (MDS) is applied [3]. MDS assigns each image
i a high-dimensional vector S(i) such that for any pair of images i and j, the
distance between S(i) and S(j) is similar to the value of R(i, j).

Determining the visual feature vector is a much simpler operation, given
the extensive work that has been devoted to this problem within the domain
of computer vision. Many different approaches have been studied that can be
applied to this work [15]. One simple yet effective method is to use a colour
histogram. The 3D colour space is quantized into a set of bins, and for each
image i, we count the number of pixels that belong in each bin. These counts
are then normalized, resulting in a visual feature vector V (i).

3.2 Similarity-Based Image Organization

To organize the image collection, we use our previously proposed approach [16,
17], which places images on a 2D canvas with the proximity between images
indicating the similarities among them. A near-optimal location for each image
is obtained by training a Self Organizing Map (SOM) using feature vectors as-
sociated with the image set. Once the SOM is trained, an image is placed at
the location of its Best Matching Unit (BMU) in the SOM. Since the SOM can
effectively map high dimensional space to a 2D canvas in a topology preserving
manner, images with similar feature vectors are placed together on the canvas.
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As previously noted, our goal in organizing the images is to combine the se-
mantic and visual frames of reference in the production of a granular structure.
One option is to use the semantic and visual feature vectors independently within
the SOM, determining approximate locations based on semantics first and then
more specific locations based on visual similarity. However, such an organization
might appear rather disjoint at the transitions between semantic features due to
this independence. A more flexible approach is to use these vectors simultane-
ously within the SOM. That is, a hybrid feature H(i) vector is generated as a
weighted concatenation of the semantic and visual feature vectors:

H(i) = (αS(i), βV (i))

When α� β, the approach places semantically close images in the same area
of the canvas; at the same time the visual features will also be used to provide
a seemingly continuous visual organization. Furthermore, the values of α and β
can be controlled by the end user, allowing the searcher to control the degree to
which each frame of reference impacts the granularization of the images.

3.3 Hierarchical Structure of Image Space

When the number of retrieved images N is large, it is impractical to display all of
these images within the limited resolution of a computer screen at the same time.
While traditional search engines address this problem by organizing the image
set in a scrollable grid covering multiple pages, this approach is not feasible for
our work. Since the images are organized based on semantic and visual features,
there is no guarantee that the more relevant images will be placed at the top of
the organizational structure. Our solution is to generate a hierarchical granular
structure using a multi-resolution SOM. Such a structure provides a high-level
overview of the search results set, and allows the searcher to interactively adjust
the level of granularity via zoom operations. The details of this interaction will
be discussed in the following section.

The process of generating the multi-resolution SOM structure is as follows.
After the image set is organized using the SOM, the multi-resolution SOM struc-
ture is constructed in a bottom-up approach, with the resolution of the space
reduced by half along both dimensions with each step. Hence, a granule at level
n corresponds to four granules in level n− 1. The image associated with a high-
level granule is selected from those associated with the granules is subsumes,
where the selection criteria is based on how close the feature vector of an image
is to the average feature vector of the group. Hence at a given level of granular-
ity, users only see images that best represent the collection of images contained
within the granule, providing searchers with multi-level overviews of the image
organization, depending on the level of the SOM that is being shown.

This approach for organizing the search result images in a hierarchy that
preserves their conceptual and visual similarity follows the principle of multi-
level granularity. Rather than organizing the images once and providing these in a
singe image space that the searchers must scroll through, our approach generates
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(a) Top-level zoom. (b) Mid-level zoom. (c) Bottom-level zoom.

Fig. 1. Zooming from a high level of granularity (a) into lower levels of granularity (b
and c) results in a more specific focus on the semantic and visual features that the
searcher is seeking. The red box illustrates the region of zoom from the top-level zoom
to the mid-level zoom, and from the mid-level zoom to the bottom-level zoom.

a hierarchical granular structure based on both the semantic and visual features
of the images. By displaying the images associated with the multi-resolution
SOM at a high level of granularity, the searchers are provided with a general
overview of the image set. Reducing the level of granularity results in a reduction
in the abstraction of the image space, providing images that are more descriptive
of the region of the image space that they occupy (see Figure 1).

4 Granular Interaction Mechanisms

User interaction is a fundamental element of any software system that is designed
to support and enhance user-guided tasks or activities [12]. It is also extremely
important for systems that seek to take advantage of human visual processing
capabilities [20], since such systems are not only designed to visually represent
information, but also to allow users to directly interact with this information.

The primary goal for the interaction mechanisms within our system is to allow
the searcher to explore within the image space with pan and zoom operations.
As the searcher identifies a region of interest within the high-level overview of
the image space, they can zoom into this area (using the normal mouse-wheel
or two-finger trackpad drag interaction). Since the image sizes remain constant,
this zoom operation dynamically creates more space between the images. Once
sufficient space is created, the images contained within the next lower level of the
multi-resolution SOM are shown. This process continues as the searcher zooms
deeper and deeper into the image space, and also works in the reverse direction
for zooming out. At the bottom level of the hierarchy, further zooming results
in an increase in the image sizes.

This method of interaction follows Shneiderman’s [11] popular Visual In-
formation Seeking Mantra for supporting interaction within visual software:
“overview first, zoom and filter, then details-on-demand”. The zoom operation
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is an example of Yi et al.’s [24] interaction category of “abstract/elaborate”,
where the fundamental goal is to show the user more or less detail depending on
the direction of the zoom.

Within the context of granular computing, zooming conforms to the principle
of granularity conversion. As the searcher zooms into a region of interest, the
granular structure is traversed to a lower-level of granularity, increasing its speci-
ficity. As a result, the images that are shown become more specific to the regions
of the image space they occupy. Zooming out reverses this process, showing the
image collection at a higher-level of granularity and increasing the generality
of the information that is shown (i.e., the images are more general represen-
tations of the regions they cover). Conceptually, this zoom process represents
a movement up or down within the information pyramid [2] produced by the
hierarchical granular structure within our system.

5 Support for Intelligent Decision-Making

One of the fundamental features of a Web information retrieval support system
is to enhance and promote the searcher’s decision-making processes as they eval-
uate and explore the search results [5]. This holds true regardless of whether the
searcher is seeking documents, images, or other types of information.

Our system supports the searcher in making intelligent decisions regarding
the images they are seeking at different levels of granularity. When viewing
the images at a high level in the multi-resolution SOM (see Figure 1(a)), the
searchers are able to make course-grained decisions with respect to which region
they should explore in more detail (i.e., zoom into). As the searcher delves deeper
into the multi-resolution SOM (see Figure 1(b)), the granularity decreases and
the granules become more specific, allowing searchers to make fine-grained de-
cisions regarding the regions in which they feel relevant images may be present.
When the searcher arrives at the bottom level in the multi-resolution SOM (see
Figure 1(c)), the images are no longer aggregated into granules.

Within each step of traversing the multi-resolution organization of the image
space, the number of images that are shown is relatively small (in comparison
to the total number of images that are retrieved). This reduction in information
supports a more intelligent approach to decision making: rather than considering
each image individually for relevance, the searcher considers the representative
images at various levels of granularity while traversing the granular structure.
As a result, a smaller number of incremental decisions regarding the relevance of
images within a given region of the image space are made as the searcher zoom
(and perhaps pans) within the image space. At the lowest level of granularity,
a small collection of semantically and visually similar images are finally shown,
and the searcher can then focus on making a specific relevance decision for each
image.

These decision-making processes supported by our system conform to the
principle of focused effort. That is, decisions are made at the given level of
granularity in order to solve the problem of finding relevant images. At a high
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level of granularity, the searcher is able to arrive at an approximate solution
regarding the region of space that contains the images they are seeking. As
they zoom into the image space and are shown the images at a lower level of
granularity, they are able to make more precise decisions. When they finally
reach the lowest level of granularity, the image space is effectively filtered to
show a very focused set of images, upon which low-level relevance decisions can
then be made.

6 Conclusion

In this paper, we have outlined how our approach to interactive image organi-
zation and exploration follows a model of granular computing, supporting the
methodological perspective of structured problem solving that the human mind
embraces. The images are organized at multiple levels of abstraction and the
searcher is supported in traversing these levels using a zoom operation. At a given
level of abstraction, the searcher able to make decisions of increasing specificity
as regions of the image space that contain relevant images are sought. This is in
contrast to the common approach in image search of providing a scrollable grid
of images, which requires that the searcher make relevance decisions of images
individually.

Our future work in this domain includes devising and evaluating additional
frames of reference that generate alternative granular worlds for resolving the
tasks associated with image retrieval. We also wish to evaluate the benefits of
simultaneously showing different granular structures to the searcher, as well as
make further enhancements to the interface with the goal of supporting the
human-centred aspects of image retrieval on the Web [6].
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