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Abstract

In this paper, we present a Web-based intelligent tutor-
ing system, called BITS. The decision making process con-
ducted in our intelligent system is guided by a Bayesian
network approach to support students in learning computer
programming. Our system takes full advantage of Bayesian
networks, which are a formal framework for uncertainty
management in Artificial Intelligence based on probability
theory. We discuss how to employ Bayesian networks as an
inference engine to guide the students’ learning processes.
In addition, we describe the architecture of BITS and the
role of each module in the system. Whereas many tutoring
systems are static HTML Web pages of a class textbook or
lecture notes, our intelligent system can help a student navi-
gate through the online course materials, recommend learn-
ing goals, and generate appropriate reading sequences.

1 Introduction

Web-based learning systems are increasingly popular
due to their appeal over traditional paper-based textbooks.
Web courseware is easily accessible and offers greater flex-
ibility through the internet [6], that is, students can control
their own pace of study and do not depend on a teacher’s
presence and rigid classroom schedules. Unlike printed
textbooks, Web-based tutoring systems can incorporate rich
multi-media and interactive elements, such as audio, video
and animation to make a point. Web-based learning sys-
tems can add hyperlinks to allow students to click on a link
on one Web page and immediately be transferred to an-
other page or to other relevant sites. However, since many
current Web-based tutoring systems are static HTML Web
pages, they suffer from two major shortcomings, namely,
they are neither interactive nor adaptive [6]. Most Web
courses present the same static learning materials to stu-
dents with widely differing knowledge levels of a given sub-
ject. Therefore, this kind of system is unable to satisfy the

heterogeneous needs of many users [7].

Web Intelligence is a direction for scientific research that
explores practical applications of Artificial Intelligence to
the next generation of Web-empowered systems [54]. Yao
and Yao [58] argue that a system should be robust enough
to deal with various types of users. Moreover, Brusilovsky
and Maybury [7] explicitly state that the solution needed
to fix the problem of the traditional “one-size-fits-all” ap-
proach is to develop systems with an ability to adapt their
behavior to the goals, tasks, interests, and other features
of individual users and groups of users. In the context of
Web-based tutoring systems, Liu et al. [36] developed an
intelligent system for assisting a user in solving a problem.
Obviously, this involves creating systems that can make de-
cisions based on uncertain or incomplete information. One
formal framework for uncertainty management isBayesian
networks[41, 55, 56], which utilize probability theory as
a formal framework for uncertainty management in Arti-
ficial Intelligence. Web intelligence researchers have ap-
plied Bayesian networks to many tasks, including student
monitoring [28, 36], e-commerce [27, 42], and multi-agents
[34, 53].

The purpose of this paper is to put forth a Web-based in-
telligent tutoring system, called BITS, to support students
in learning computer programming. The decision making
process conducted in our intelligent system is guided by
a Bayesian network. Similar to [28, 36], BITS can assist
a student in navigation through the online materials. Un-
like [28, 36], however, BITS can recommend learning goals,
and generate appropriate reading sequences. For example, a
student may want to learn “File I/O” without having to learn
every concept discussed in the previous materials. BITS can
determine the minimum prerequisite knowledge needed in
order to understand “File I/O” and display the links for these
concepts in the correct learning sequence. In this way, one
can address the problem of Web-based learners’ unproduc-
tive navigation, and refocus them on their study objectives
by making the tutoring systems adaptable to different types
of learners. BITS has been implemented and was used in



the summer 2004 session of CS110, the initial computer
programming course in Computer Science at the University
of Regina. Although the feedback collected from the stu-
dents was limited, the result was very positive. We believe
that BITS will be useful for supporting instructors teach-
ing computer programming in their institutions. In partic-
ular, this research work is important for institutions where
it is difficult to provide personalized instruction that they
need [31]. Moreover, we believe that BITS is very useful
to any work applying Bayesian networks as a model for de-
veloping adaptive Web-based education tools for different
courses. Unlike our previous work [11], in this paper, we
give an in-depth discussion of Intelligent Tutoring Systems
(see Section 2) and a Bayesian network approach applied in
our system (see Section 3). In addition, each component in
the architecture of BITS is examined in greater detail (see
Section 4). In Section 5.2, the implementation of BITS is
presented. A more comprehensive survey of related work
is discussed in Section 6. Furthermore, our future work
to enhance BITS is discussed (see Section 7.2). Empirical
studies have shown that individual one-on-one tutoring is
the most effective mode of teaching and learning [5]. With
large numbers of students in Web-based learning environ-
ment, however, this kind of individualized tutoring is diffi-
cult to deliver. BITS serves as intelligent software for im-
plementing computer-assisted one-on-one tutoring.

This paper is organized into seven sections. Section 2
reviews Intelligent Tutoring Systems. In Section 3, we dis-
cuss Bayesian networks and probabilistic inference. In Sec-
tion 4, we describe the architecture of BITS, the role of each
module in the system. In particular, we discuss BITS’s ca-
pability for adaptive guidance by applying the Bayesian net-
work approach. In Section 5, we describe the features that
allow BITS to be accessed via the Web and the implementa-
tion of BITS. Related works are discussed in Section 6. The
conclusion is presented in Section 7.

2 Background Knowledge for Intelligent Tu-
toring Systems

In this section, we review several problems in conven-
tional tutoring systems and motivations for designing Intel-
ligent Tutoring Systems. We then discuss the general frame-
work of an Intelligent Tutoring System and the function
for each component. In addition, we focus on the student
model, which is the key aspect of Intelligent Tutoring Sys-
tems needed to realize one-on-one tutoring. Finally, we re-
view two classical approaches applied in current Web-based
Intelligent Tutoring Systems.

2.1 Review of Intelligent Tutoring Systems

Since the 1960s, researchers have created numerous
Computer Assisted Instructional systems [48, 51]. The
purpose for applying computers in assisting instruction is
to help students learn more efficiently. Traditional educa-
tion systems instructing via computers are calledComputer-
Assisted Instruction(CAI) systems. CAI systems present
instructional materials in a rigid tree structure to guide the
students from one content page to another depending on
their answers [37], as illustrated in Figure 1 [22]. While
traditional CAI systems may be somewhat effective in help-
ing learners, they are restrictive in that they do not consider
the diversity of students’ knowledge states and their partic-
ular needs (c.f. [7] and [58]). Such systems do not gener-
ate flexible instructional plans. Instead, they follow a pre-
specified and fixed plan. Moreover, CAI systems are not
adaptive and unable to dynamically provide the same kind
of individualized attention that students would receive from
human teachers [4].

Question

Question
Remedial

Instruction

Subsequently Incorrect

Correct

Correct Subsequently Incorrect

First time

incorrect

First time

incorrect Remedial

Instruction

Instruction

Instruction

Instruction

Figure 1. Tree structure for one traditional
CAI system to guide the student in navigat-
ing through the instructional materials.

This drawback has prompted a promising direction in the
application of Artificial Intelligence techniques in education
known asIntelligent Tutoring Systems(ITSs) [10]. Intelli-
gent Tutoring Systems are computer-based programs that
present educational materials in a flexible and personalized
way that is similar to one-to-one tutoring [6]. In particular,
ITSs have the ability to provide learners with tailored in-
structions and feedback. The basic underlying idea of ITSs
is to realize that each student is unique. These systems can

2



be used in the traditional educational setting or in distant
learning courses, either operating on stand-alone computers
or as applications that deliver knowledge through the inter-
net.

ITSs have been shown to be highly effective in increas-
ing students’ performance and motivation levels compared
with traditional instructional methods (e.g. [32], [46]).One
of the key elements that distinguishes ITSs from more tra-
ditional CAI systems is ITSs’ capability to dynamically
maintain a model of a student’s reasoning and learning that
keeps track of a student’s knowledge during the study [47].
As noted by Shute and Psotka [47], ITSs must be able to
achieve three main tasks:

(i) accurately diagnose a student’s knowledge level using
principles rather than preprogrammed responses;

(ii) decide what to do next and adapt instruction accord-
ingly;

(iii) provide feedback.

This kind of diagnosis and adaptation, which is usu-
ally accomplished using Artificial Intelligence techniques,
is what distinguishes ITSs from CAIs. Bloom [5] demon-
strates that individual one-on-one tutoring is the most ef-
fective mode of teaching and learning. Carefully designed
and individualized tutoring produces the best learning for
the majority of people. ITSs uniquely offer a technology
that implements computer-assisted one-on-one tutoring.

2.2 The Key Components of ITS

Early CAI systems were not modular [57]. This un-
favourable structure caused problems when a system re-
quired modification, and it was sometimes necessary to re-
structure the whole system. There was, then, a need to di-
vide the system into separate components: the knowledge
to be taught, the instructional method, the user interface and
the student modelling.

Researchers typically separate an ITS into several differ-
ent parts, and each part plays an individual function. Usu-
ally, most ITSs has four common major components [48],
as illustrated in Figure 2:

(i) Knowledge domain;

(ii) Student model;

(iii) Teaching strategies;

(iv) User interface.

1. Knowledge Domain:

The knowledge domain stores learning materials that
the students are required to study for the topic or cur-
riculum being taught.

Student
Model

Student

Main ITS Components

Teaching
Strategies

Knowledge
Domain

User
Interface

Data about the student

Student's knowledge

estimated

Tailored

 instructions

Figure 2. The major components of most In-
telligent Tutoring Systems.

2. Student Model:

The student model stores information that is specific
to each individual learner and enables the system to
identify different users. Usually, this information re-
flects the system’s understanding of one learner’s cur-
rent knowledge state. Thus, the student model can
track a student’s understanding and particular need.
Without an explicit student model, the teaching strate-
gies component is unable to make decisions to adapt
instructional content and guidance (see Figure 2) and
is forced to treat all students similarly.

Student modelling is sometimes thought of as a sub-
problem of the user modelling problem [25], whereby
the target application is an ITS. Student modelling
presents well-known difficulties stemming from the
fact that modelling the student within an intelligent
tutoring system involves a good deal of inherent un-
certainty [14]. It is hard to establish unequivocally
what a student knows and what she is learning [14, 25].
Thus, one of the biggest challenges in designing ITSs
is the effective assessment and representation of the
student’s knowledge state and specific needs in the
problem domain based on uncertainty information.

The task of dealing with the uncertainty management
for the student model is thus challenging [17]. Until
the late 1980s, researchers interested in student mod-
elling had only limited techniques for uncertainty man-
agement available, and they mostly had to rely either
on poorly understood ad hoc techniques or on gen-
eral techniques [25]. Fortunately, over the past decade
the question of how to manage uncertainty has been
a rapidly expanding and increasingly mainstream re-
search topic in Artificial Intelligence. Various ap-
proaches in Artificial Intelligence have been proposed
for uncertainty reasoning [40], including rule-based
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systems [9], fuzzy logic [30], DempsterShafer theory
of evidence, and neural networks. Bayesian networks
[41] are a powerful approach for uncertainty manage-
ment in Artificial Intelligence [55, 56]. In Section 3,
we will discuss details of the Bayesian network ap-
proach.

3. Teaching Strategies:

The teaching-strategies component refers to instruc-
tional techniques for teaching. For example, the com-
ponent decides when to present a new topic, how to
provide recommendations and guidance, and which
topic to present. As mentioned earlier, the assessment
result of the student model is input to this component,
so the system’s pedagogical decisions reflect differ-
ing needs of students. Thus, this component needs to
take appropriate actions to manage one-on-one tutor-
ing, such as switching teaching strategies and using a
variety of teaching approaches at the appropriate times
according to the student’s particular needs and prob-
lems.

4. User Interface Component

The user interface component decides how the system
interacts with a user. The dialogue and the screen
layouts are controlled by this component. A well-
designed interface can enhance the capabilities of an
ITS by allowing the system to present instructions and
feedback to the student in a clear and direct way.

2.3 Review of Intelligent Tutoring Systems Tech-
nology Research

In the review of existing ITSs by Murray [39], two major
types of Intelligent Tutoring Systems are identified accord-
ing to the system’s objective:

1. Problem Solving Support:

For many years, problem solving support was consid-
ered as the primary duty of an ITS [6]. The purpose
for problem solving support is usually to provide the
student with intelligent help for each step when re-
solving a task, such as a project or a problem. When
the student is stuck on one step, the system provides
a hint showing the next correct solution step for the
student, or offering appropriate error feedback. In this
setting, the critical problem for the system is to inter-
pret the student’s actions and infer the solution plan
that the student is currently following based on a par-
tial sequence of observable actions. That is, the system
needs to understand the student’s plan, and apply this
understanding to provide help. Examples of this type
of ITS are [1, 17, 21, 28, 36, 43, 50].

2. Curriculum Sequencing:

Curriculum sequencing is now the most popular and
important technology in Web-based ITSs [6]. The ob-
jective of curriculum sequencing technology (also re-
ferred to as instructional planning technology) [6] is to
provide the student with a personalized optimal path
through the learning material. The examples are [3, 8].

Recommending appropriate learning sequencing is
necessary in Web-based education. Web-based learn-
ing students usually work alone without a teacher’s in-
structional assistance and they study the subject at their
own pace. As a result, appropriate learning sequencing
recommendations are essential in order to enable each
student to learn the subject in the most beneficial and
individualized way [6]. In this paper, we describe the
implementation of this type of instructional planning
technology in BITS for teaching computer program-
ming.

3 Bayesian Networks

In this section, we discuss modelling with Bayesian net-
works and probabilistic inference.

Let U = {v1, v2, . . . , vn} denote a finite set of discrete
random variables. Each variablevi is associated with a fi-
nite domain, denoteddom(vi), representing the valuesvi

can take on. Letdom(U) be the Cartesian product the do-
mains of the individual variables in U; namely,

dom(U) = dom(v1) × dom(v2) × . . . × dom(vn).
Each elementu ∈ dom(U) is called aconfigurationof U

Definition 1 [44] A joint probability distribution(JPD) is
a functionp on dom(U), such that the following two con-
ditions hold: (i) 0 ≤ p(u) ≤ 1.0, for each configuration
u ∈ dom(U), and (ii)

∑
u∈dom(U) p(u) = 1.0.

For brevity, we refer top as a probability distribution on
U rather thandom(U), and we callU not dom(U) as its
domain.

Next, we discuss an important notion of the conditional
probability distribution.

Definition 2 Let vi be a variable andX be a finite, possibly
empty set of variables. Aconditional probability distribu-
tion (CPD) forvi givenX , denotedp(vi|X), is the proba-
bility distribution that has a property whereby, for each con-
figurationx ∈ dom(X),

∑
c∈dom(vi)

p(vi = c|X = x) = 1.0,

whereX is the set of conditional variables for variablevi,
vi /∈ X , andx ∈ dom(X).
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Example 1 Let U = {a, b, c, d, e, f} be a set of binary
variables. The corresponding CPDsp(a), p(b|a), p(c|a),
p(d|b), p(e|c), p(f |d, e) are given in Figure 3, where the
missing conditional probabilities can be calculated accord-
ing to the definition of CPD. For instance,p(a = 0) = 0.45,
p(b = 1|a = 0) = 0.3.

a p(a)

1 0.55

a c p(c |a)

1 1 0.1

0 1 0.2

c e p(e |c)

1 1 0.4

0 1 0.7

b d p(d|b)

1 1 0.5

0 1 0.7

a b p(b|a)

1 1 0.7

0 1 0.4

d e f p(f | d, e)

1 1 1 0.8

1 0 1 0.4

0 1 1 0.3

0 0 1 0.9

Figure 3. One set of CPDs for the variables in
U = {a, b, c, d, e, f}, namely.

Clearly, it may be impractical to obtain the joint distribu-
tion onU directly; for example, one would have to specify
2n − 1 entries for a distribution overn binary variables.
Bayesian networks [41] utilize the notion of conditional in-
dependence to facilitate the acquisition of JPD.

Definition 3 [56] Letp(U) be a JPD, andX , Y , Z be pair-
wise disjoint subsets ofU . Let x, y andz denote arbitrary
values ofX , Y andZ respectively. We sayX andZ are
conditionally independentgivenY under the joint probabil-
ity distributionp, denoted byI(X, Y, Z), if

p(x|y, z) = p(x|y),

wheneverp(y, z) > 0. This conditional independence
I(X, Y, Z) can be equivalently written as

p(x, y, z) =
p(x, y) · p(y, z)

p(y)
.

Example 2 SupposeU = {a, b, c, d, e, f}, the following
conditional independencies, namely,I(c, a, b), I(d, b, ac),
I(e, c, abd), I(f, de, abc) hold onU , namely,

p(c|a, b) = p(c|a),

p(d|a, b, c) = p(d|b),

p(e|a, b, c, d) = p(e|c),

p(f |a, b, c, d, e) = p(f |d, e).

By the chain rule of probability,

p(a, b, c, d, e, f) = p(a) · p(b|a)· (c|a, b)· (d|a, b, c)

·p(e|a, b, c, d)· (f |a, b, c, d, e).

By the above conditional independencies, the JPD
p(a, b, c, d, e, f) can be factorized as:

p(a, b, c, d, e, f) = p(a)· (b|a)· (c|a)· (d|b)· (e|c)· (f |d, e).

Bayesian networks are a graphical method for represent-
ing the independence information.

Definition 4 A Bayesian network [41]is a pair B =
(D, C). In this pair,D is a directed acyclic graph(DAG)
on a setU of variables. The directed edges in the graph re-
flect the dependencies that hold among the variables.C =
{p(vi|Pi) | vi ∈ D} is the corresponding set of conditional
probability distributions, wherePi denotes theparent setof
each variablevi in the DAGD.

We will use the terms Bayesian network and DAG in-
terchangeably if no confusion arises. Thed-separational-
gorithm [41] can be used to inferprobabilistic conditional
independenciesfrom a DAG. That is, ifY d-separatesX
andZ in the DAG D, then the conditional independence
I(X, Y, Z) holds in the JPD. The strength of the depen-
dency is quantified by a conditional probability.

Example 3 Let U = {a, b, c, d, e, f} be a set of binary
variables. One Bayesian network onU is the DAG in Fig-
ure 4 together the CPDs in Figure 3. It can be verified us-
ing d-separation, that the four independencies in Example 2
hold in the DAG.

cb

a

d e

f

Figure 4. A directed acyclic graph (DAG) on
variables U = {a, b, c, d, e, f}.

Based on the probabilistic conditional independencies
encoded in the DAG, the product of the CPDs inC is a
unique joint probability distribution onU :

p(v1, v2, . . . , vn) =
∏n

i=1 p(vi|Pi),

as shown in Example 2 for the DAG in Figure 4.
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Example 4 Recall Example 2. While specifyingp(U) di-
rectly involves stating 63 prior probabilities (26 − 1 for six
binary variables), by the DAG in Figure 4, only13 condi-
tional probabilities need be given.

Bayesian networks, thus, provide a semantic and con-
cise modelling tool for modelling uncertainty in complex
domains, which greatly facilitates the acquisition of proba-
bilistic knowledge.

Another important notion we need to discuss is ancestral
number. A numbering of the variables in a DAG is called
ancestral[12], if the number corresponding to any vertex is
lower than the numbers corresponding to all of its children.
For example, recall the DAG in Figure 4. One ancestral
numbering of these variables isa = 1, b = 2, c = 3, d =
4, e = 5, f = 6. We now turn our attention to probabilistic
inference in the next discussion.

The main task of Bayesian networks is for probabilis-
tic reasoning. Probabilistic reasoning, namely, processing
queries, simply means computingp(V ), the marginal dis-
tribution for a setV of variables, orp(V |E = e), the poste-
rior probability distributions of a setV of unobserved vari-
ables givenE = e, whereV ∪ E = ∅ andV, E ⊆ U .
The evidencein the latter query is that the setE of vari-
ables is observed to be configuratione, e ∈ dom(E).
When we enter the evidence and use it to update the prob-
abilities, we call it propagation of evidence, or simply
propagation. There are many probabilistic inference algo-
rithms [16, 26, 33, 35, 45, 60] for processing queries which
seem to work well in practice. There are also numerous
implementations of Bayesian network software [20].

4 General Architecture of BITS

In this section, we introduce BITS for computer pro-
gramming. We outline the major components of our system
and describe how they interact with each other. We discuss
how to use a Bayesian network within BITS for modelling
and inference, and how BITS can offer tailored pedagogical
options to support an individual student.

As BITS is designed, we adapt the common framework
of the ITS discussed in Section 2 and divide the user in-
terface module into two interface submodules, the input
submodule and output submodule. We also separate the
adaptive guidance module (this module corresponds with
the teaching-strategies component in the general framework
of an ITS in Section 2) into three submodules: Naviga-
tion Support, Prerequisite Recommendations, and Generat-
ing Learning Sequences. The student model is implemented
by the Bayesian network approach.

Figure 5 shows the overall architecture of BITS. Four
modules contained in BITS are Bayesian networks, the
knowledge base, the user interface, and the adaptive guid-

Adaptive Guidance

Student

Navigation Support

Prerequisite

Recommendations

User Interface

Input

-Answers for sample quizzes

- Choosing a study goal

-  Stating known topics

Output

- Lecture notes

- Sample quizzes

- Recommendations

Bayesian
Inference

(Assessment)

Knowledge Base

- Lecture notes
- Sample quizzes
- Solution keys

Generating

Learning Sequences

Student

Figure 5. Architecture of BITS.

ance module. Details of each component will be explained
and examined in the following sections.

4.1 Bayesian Networks in BITS

In this sub-section, we discuss how BITS employs
Bayesian networks as an inference engine to guide the stu-
dents’ learning process.

4.1.1 Modelling the Problem Domain

There are two tasks involved in helping a student navigate
in a personalized Web-based learning environment: firstly,
the structure of the problem domain must be modelled; sec-
ondly, student knowledge regarding each concept in the
problem domain should be tracked. Bayesian networks can
help us meet both these objectives.

To simplify the task of developing an intelligent tutor-
ing system, we restrict the scope of the problem as fol-
lows: firstly, the system is built to tutor students in the C++
programming language; secondly, only elementary topics
are covered, such as those typically found in introductory
courses on programming. These concepts include concepts
such as variables, assignments, and control structures, while
more sophisticated topics like pointers and inheritance are
excluded. For our purposes, we have identified a set of con-
cepts that are taught in CS110, the introductory computer
programming course at the University of Regina. Each con-
cept is represented by a node in the graph. There exist
learning dependencies among knowledge concepts, namely,
prerequisite relationships. Using a Bayesian Network, the
prerequisite relationships among the concepts can be rep-
resented directly and clearly. We add a directed edge from
one concept (node) to another if knowledge of the former is
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a prerequisite for understanding the latter. Thus, the DAG
can be constructed manually with the aid of the textbook for
our CS110 course [15], and it encodes the proper sequence
for learning all the concepts in the problem domain.

Example 5 Consider the following instance of the “For
Loop” construct in C++:

for(i=1; i<=10; i++).

To understand the “For Loop” construct, one must
first understand the concepts of “Variable Assignment”
(i=1), “Relational Operators”(i<=10), and “Incre-
ment/Decrement Operators”(i++). These prerequisite
relationships can be modelled as the DAG depicted in Fig-
ure 6.

For Loop

Variable Assignment Relational Operators Increment/Decrement

operators

Figure 6. Modelling the prerequisite concepts
of the “For Loop" construct.

Figure 6 depicts a small portion of the entire DAG imple-
mented in BITS. The entire DAG implemented in BITS con-
sists of 29 nodes and 43 edges, which is shown in Figure 17
in the Appendix of this paper. While the student runs BITS,
she also can see the whole DAG constructed in BITS.

The next task in the construction of the Bayesian net-
work is to specify a CPD for each node given its parents.

Example 6 Recall the nodevi= For Loop with the par-
ent setPi={Variable Assignment, Relational Operators,
Increment/Decrement Operators} depicted in Figure 6. A
CPD p(For Loop|Variable Assignment, Relational Opera-
tors, Increment/Decrement Operators) is shown in Figure 7,
where the missing conditional probabilities can be com-
puted by the definition of the CPD.

All CPDs for the DAG are obtained from the results
of previous CS110 final exams. Firstly, we identify the
concepts being tested by each question. Normally, these
exam questions consist of multiple choice or filling-in-the-
blank. If the student answers the question correctly, then
we considered the conceptknown. Similarly, if the student
answers the question incorrectly, then the concept isun-
known(not known). The probability of each concept being
known, namelyp(vi = known), can then be determined.
Moreover, we can computep(vi = known, Pi = known)

Variable
Assignment

Relational
Operators

Incre/Decrement
Operators

For Loop p(F|V,R,I)

known known known known 0.75

known known not known known 0.39

known not known known known 0.50

not known known known known 0.50

known not known not known known 0.22

not known known not known known 0.29

not known not known known known 0.40

not known not known not known known 0.15

Figure 7. The CPD corresponding to the “For
Loop" node in Figure 6.

(i.e., the probability that the student correctly answers both
the conceptvi and the prerequisite conceptsPi). From
p(vi = known, Pi = known), the desired CPDp(vi =
known|Pi = known) can be obtained through the follow-
ing equation:

p(vi = known|Pi = known)

=
p(vi = known, Pi = known)

p(Pi = known)
.

While it is acknowledged that the accuracy of calculating
the CPDs in this fashion is arguable [14], this approach to
CPD acquisition is the only available way that we currently
have. Thereby, by this approach, we calculate every CPD
for the entire Bayesian network.

4.1.2 Personalized Learning

It has been argued [58] that systems should provide per-
sonalized environments. In this sub-section, we show how
BITS adapts to the individual user. We begin by motivating
the discussion.

Brusilovsky [6] states that several systems detect the fact
that the student reads some information to update the assess-
ment of her knowledge level. Some of them also include
reading time or the sequence of read pages to enhance this
assessment. However, the disadvantage of the above ap-
proaches is that it is difficult to measure whether a student
really understands the knowledge by visiting Web pages of
lecture notes.

The primary purpose of observing a student’s interaction
with BITS is to obtain the evidence collected from the stu-
dent to update the Bayesian network. In BITS, there are
two methods of obtaining the evidence required to update
the Bayesian network.

(i) A student’s direct reply to a BITS query if this student
knows a particular concept.
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(ii) A sample quiz result for the corresponding concept to
determine whether or not a student has understood a
particular concept. Although a quiz question may per-
tain to several C++ topics, we subjectively associated
each question with the most relevant topic.

We believe this approach is a more reliable method of esti-
mation.

After the student finishes reading the displayed lecture
notes, she provides BITS with feedback. More specifically,
she selects from one of the following three choices: I under-
stand this concept; I don’t understand this concept; I’m not
sure (quiz me). These choices are illustrated in the bottom
right corner of Figure 8. The first two answers fall under the
above-mentioned method (i) to obtain the evidence, while
the last answer falls under method (ii).

 

Figure 8. A screen shot of BITS displaying
the lecture notes and querying whether this
concept is understood for the concept “File
I/O."

For method (i), the Bayesian network can immediately
be updated to reflect the student’s knowledge, or her lack
thereof. In the case of method (ii), BITS retrieves the ap-
propriate quiz from the database and presents it to the user.
For instance, if the student indicates that she is not sure
whether she understands the concept “File I/O,” then BITS
displays the quiz on “File I/O” in Figure 9. BITS then com-
pares the student’s answer with the appropriate solution key
stored in the database. After providing an answer, the
student is informed by immediate feedback whether the an-
swer is correct or not. If the student answers all questions
correctly in the sample quiz, the Bayesian network is up-
dated and the Navigation Menu is again displayed (but this
time the current concept will be marked as already known).
If some of the answers are incorrect, the correct answer is

Figure 9. One question on a sample quiz for
the concept “File I/O" in Figure 8.

displayed, and BITS also recommends that the student re-
view the learning material on the current concept again. The
Bayesian network is also updated accordingly.

Figure 10. The feedback of BITS when the
student chooses the incorrect answer for the
question in Figure 9.

Example 7 Consider the question shown in Figure 9, the
correct answer is “B”. If a student chooses an incorrect
answer, say “A”, the student receives the feedback shown
in Figure 10.

As will be discussed in Section 5.4, the Bayesian net-
work is implemented using MSBNx [24]. This toolkit
includes a probability inference algorithm for processing
queries. We refer the reader to [16, 26, 33, 35, 45, 60] for
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detailed discussion on the inner workings of probabilistic
inference algorithms. In Section 4.4, we turn our attention
to using the updated Bayesian network for adaptive guid-
ance.

4.2 Knowledge Base

The knowledge base contains the class lecture notes in
the form of Web pages, a repository of sample tests (which
are in the form of interactive flash multimedia files), and
solution keys. The class lecture notes are displayed while
the user learns a new concept. On the contrary, a sample
quiz is displayed when BITS is trying to determine whether
or not a student has understood a particular concept.

All course materials, including both lecture notes and
quizzes, are organized by knowledge concepts for C++ pro-
gramming that correspond to the nodes in the Bayesian net-
work. Using this approach, we separate knowledge con-
cepts from actual instructional contents, and this separation
is advantageous in many ways.

Firstly, this separation allows multiple teachers to write
parts of the instructional materials and work independently.
Instructors can compose their course contents without hav-
ing to be concerned about other contents; moreover, it al-
lows them to include information resources located any-
where on the World Wide Web.

Secondly, this separation enables us to apply Bayesian
networks as the inference mechanisms that estimate the stu-
dent’s knowledge state. Because each concept corresponds
to one node in the Bayesian network, it facilitates the sam-
ple quiz’s result as the evidence for Bayesian networks to
update the system’s belief.

Thirdly, this separation facilitates changes to the con-
tent of the tutoring system. If we add additional informa-
tion pages or change content, we need only re-index these
pages accordingly; we need not change any components in
the Bayesian network. This development allows for easy
modification of the instructional contents without having to
reformulate the whole system.

The last advantage is that this separation allows the con-
cepts to be indexed and retrieved efficiently, allowing the
system to adapt to one particular student’s needs and knowl-
edge state. When a student determines a study goal, the
indexed lecture notes are displayed appropriately. We can
also either propose programming examples for this concept
on the Websites or generate reading sequences according to
the student’s actual knowledge state.

4.3 User Interface Module

A student interacts with BITS through the user inter-
face module. This interaction is partitioned into two sub-
modules; an input module for input from a student to BITS,

and an output module for output from BITS to a student.
The output module displays the class lecture notes through
a Web browser; it uses dialogue boxes to display quizzes
and offer pedagogical suggestions. These pedagogical sug-
gestions include either the adaptive guidance provided by
BITS, which we will discuss in the next subsection, or
learning tactics offered by Genie, an animated study agent
in BITS, which we will discuss in Section 5.

The primary goal of the input module is to update the
Bayesian network based on evidence collected from the stu-
dent, as we discussed in Section 4.1.2.

4.4 Adaptive Guidance

Using the state of the Bayesian network regarding the
knowledge of the student, BITS can offer tailored pedagog-
ical options that support the individual student. In this sec-
tion, we describe three kinds of adaptive guidance that BITS
can provide:navigation support, prerequisite recommenda-
tions for problem solving, andthe generation of a learning
sequencewhen studying a particular concept. These three
adaptation methods are current issues in Web-based Intelli-
gent Tutoring Systems [7, 8].

4.4.1 Navigation Support

The navigation menu is used to navigate through the con-
cepts under consideration. To help the student browse the
materials, BITS marks each concept with an appropriate
traffic light. These traffic lights are computed dynami-
cally from the Bayesian network and indicate the student’s
knowledge regarding these topics.

This method is a very efficient approach to supporting
the user who is navigating through the online Websites and
in helping her to find appropriate or relevant information.
Brusilovsky [7] calls this techniqueAdaptive Annotation,
which means that the system uses visual cues (icons, fonts,
colors) as the metaphor to help the user select appropriate
information.

In BITS, each concept is marked as belonging to one of
the following three categories:

(i) already known,
(ii) ready to learn, and
(iii) not ready to learn.
A concept is consideredalready known if the

Bayesian network indicates the probabilityp(concept =
known|evidence) is greater than or equal to 0.70, where
the evidence is the student’s knowledge on previous con-
cepts obtained indirectly from quiz results or directly by the
student replying to a query from BITS. It should be noted
that the choice of 0.70 to indicate a concept is known is ar-
bitrarily chosen.

If a concept is markedready to learn, it means that
all prerequisites are known by the student. In terms

9



of the Bayesian network, the probabilityp(concept =
known|evidence) is less than 0.70 for the current knowl-
edge concept and all of the parent concepts are already
known. Please note that knowing the parent concepts does
not mean the child concept is already known. On the
contrary, it only means that the child concept is ready
to learn, provided the current probabilityp(concept =
known|evidence) < 0.7. The second point we need to note
is that we only need be concerned with whether the parent
concepts are already known. According to the conditional
independencies encoded in the Bayesian network, given the
parents of one variablevi, vi is conditionally independent
of all non-descendants.

Finally, a concept is labellednot ready to learnif at
least one of the prerequisites for this concept is not already
known by the student; in terms of the Bayesian network,
there exists at least one parent concept that is not already
known.

Traffic lights are employed as follows: yellow (already
known), green (ready to learn), and red (not ready to learn).

When BITS is first entered, the concepts are marked with
traffic lights based on the initial probabilities obtained from
the Bayesian network. The opening screen shot of BITS
is depicted in Figure 11. The navigation menu appears on
the left, while a brief introduction to BITS is shown on
the right. A student canpreviewa concept by highlight-
ing it; BITS then displays a brief description of the concept,
which explains why it is important. In the bottom right cor-
ner of Figure 11, BITS also displays the initial probability
p(concept = known) for the highlighted concept. This
probability indicates BITS’ belief that the student knows
the concept that is currently highlighted.

Example 8 Recall the entry page for BITS in Figure 11. By
highlighting the concept “Floating-point numbers,” a stu-
dent canpreviewthis topic. A brief overview of “Floating-
point numbers” is shown in Figure 12. In the bottom right
corner of Figure 12, BITS also displays the initial probabil-
ity p(Floating − point numbers = known). This prob-
ability informs BITS’ belief that the student knows the con-
cept “Floating-point numbers.”

If the student decides to study this topic, she can press
thestart learningbutton. If this topic belongs to aready to
learn concept, the lecture notes for this topic are retrieved
from the database and displayed for the user.

Example 9 Recall the initial state of the navigation menu
shown in Figure 11. If the student selects theready to learn
concept “Floating-point numbers,” then BITS displays the
lecture notes shown in Figure 13. After reading the notes,
the student selects one of the choices at the bottom right
of Figure 13. If the student indicates that she understands
“Floating-point numbers,” then the Bayesian network is up-
dated and the navigation menu is again displayed (this time,

 

Figure 11. Entry page of BITS with navigation
menu (left frame), where green means ready to
learn, yellow means already known, red means
not ready to learn, and a brief introduction to
BITS is provided (right frame).

however, the concept “Floating-point numbers” is labelled
asalready known).

4.4.2 Prerequisite Recommendations

After reading the lecture notes of aready to learnconcept
(see Section 4.4.1), a student may indicate that she does not
understand the concept either by directly answering a query
or indirectly through incorrect answers on the correspond-
ing quiz (see Section 4.1.2).

In such situations, BITS is designed to present links to
prerequisite concepts of this topic, such as the links to each
concept in the parent set of the variables in the Bayesian
network. Instead of methods that repeat the problem con-
cept over and over, this approach is useful because it pro-
vides the flexibility to revisit the prerequisite concepts and
confirm they are indeed understood. The rationale behind
our method is that a student may believe that a prerequisite
concept is understood when, in fact, it is not, and lacking
prerequisites usually affects the student’s learning perfor-
mance.

Example 10 Suppose that, after reading the lecture notes
for the concept “For Loop,” the student indicates that she
has not understood. BITS then determines the parent set of
the “For Loop” node (i.e., Variable Assignment, Relational
Operators, and Increment/Decrement Operators as shown
in Figure 6). Finally, BITS displays the links to the lecture
notes for these three concepts, as illustrated in the top right
corner of Figure 14.
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Figure 12. A student can preview the concept
“File I/O" (right frame) by highlight it in the
navigation menu (left frame).

4.4.3 Generating Learning Sequences

Students may sometimes want to learn one particular con-
cept without having to go through every single topic previ-
ously mentioned. For example, a student may wish to learn
“File I/O” for an impending exam or assignment deadline.
In such a case, the student would want to learn a minimum
number of concepts.

BITS meets this need by generating learning sequences.
The student is allowed to select anot ready to learnconcept
in the navigation menu. In this situation, BITS displays a
learning sequence for the chosen topic. In other words, all
unknown ancestral concepts in the Bayesian network are re-
vealed to the student in one proper sequence for learning.
More formally, letX = {x1, x2, . . . , xn} be the ancestral
set of a selectednot ready to learnconcept in the Bayesian
network. BITS will display the variables inX in accor-
dance with the fixed ancestral numbering of the variables in
the Bayesian network. That is, if conceptxi is a parent of
conceptxj , thenxi will be presented beforexj , indicating
xi must be learned beforexj can be learned.

Example 11 Suppose the student selects thenot ready
to learn concept “File I/O” in the navigation menu of
Figure 11; BITS displays the ancestral concepts in or-
der, grouping byknownand unknown(overview of pro-
gramming, variable, Assignment, input, marked byknown,
where programming language and output are marked byun-
known, as depicted in Figure 15). The student needs to learn
programming language, andoutputfirst.

 

Figure 13. A screen shot of BITS displaying
the lecture notes for the concept “Floating-
point numbers".

5 BITS Via the Web

In this section, we describe the features that allow BITS
to be accessed via the Web, and discuss the implementa-
tion of BITS. In BITS, all course material, including lecture
notes, examples and quizzes, is stored in hypermedia for-
mat. BITS is regarded as an online intelligent and interac-
tive integrated textbook.

5.1 General Features of BITS

BITS is interactive because the quizzes used to test the
student are not static texts as in other regular Web-based
learning systems, rather they are interactions. The quizzes
include: True/False, Multiple ChoiceandFill-in-the-blank
questions.

Each quiz consists of interactive Flash multimedia files
combined with XML documents. More specifically, Flash
multimedia files are used to format the questions displayed,
while XML documents are used to describe the quiz con-
tents, store solution keys, and validate the student’s answer.

Example 12 Recall the quiz for the concept “File I/O” in
Figure 9. The XML document for this quiz is shown in
Figure 16.

The question and the answer choices are described in
the contents of XML elements. The correct answer for the
question is stated in the value of the XML attributeanswer.
The correct answer for the question in Figure 9 isE, namely,
answer = “E” in the top left corner of Figure 16. This
facility allows BITS to provide dynamic validation of the
input answer and to proceed with appropriate action.
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Figure 14. A screen shot of BITS displaying
the links to the lecture notes for the prerequi-
site concepts of “For Loop."

BITS uses HTML Web pages to represent the online in-
structional materials. In some cases, multimedia examples
using animated Flash concepts are utilized to illustrate var-
ious abstract concepts of C++. Surveys of computer sci-
ence educators suggest a widespread belief that visualiza-
tion technology and multimedia play a positive and impor-
tant role in student learning [49]. Multimedia provides a
student with vivid images or procedures instead of abstract
and rigid concepts, and it improves the student’s learning
efficiency [49].

The lecture notes and quiz questions are displayed using
a Web browser embedded in BITS. BITS also provides the
student with the ability to access other C++ programming
sites on the Web. When studying a new concept, the student
can utilize the web browser provided by BITS to search ex-
ternal resources; BITS also recommends a set of URL links
to external Websites.

Example 13 As illustrated in the bottom left corner of Fig-
ure 13, BITS allows the user to access C++ sites found on
the Web.

Finally, it is worth mentioning that BITS includes an an-
imated study agentGenie[28]. The goal of the animated
study agent is to convey appropriate emotion and encour-
agement, thus demonstrating learning strategies to the stu-
dent. The feedback given by the student agent is in the
form of voice animation and dialogue boxes. Researchers
in education theory have provided evidence that animated
educational assistance can promote effective learning in
computer-based learning environments [29]. Learning ma-
terials that incorporate interactive agents engender a higher

 

Figure 15. BITS generates a learning se-
quence for the concept “File I/O" in Figure 11,
which is not ready to learn.

degree of interest than similar materials that lack animated
agents. Animated agents encourage various emotional and
intellectual responses from the learners, and thus further
promote learner motivation.

Example 14 In the bottom right corner of Figure 13, the
study agentinformsthe student that she has chosen to learn
the concept “Floating-point numbers,” while the study agent
recommendsthat the student first learn three prerequisite
concepts in Figure 15.

By providing useful and informative feedback, BITS
provides a positive environment for learning.

5.2 Development Tools of BITS

The general framework of BITS was developed using
Visual Studio.net [19]. As the aim for BITS is based on
the Web environment, we developed the instructional ma-
terials with Macromedia Studio MX [23], a set of Web
design tools, including Dreamweaver MX, Flash MX and
Fireworks MX. Employing Dreamweaver MX, we devel-
oped active server pages (ASP), XML files, and HTML Web
pages. We designed multimedia courseware and quiz files
by employing Flash MX. We applied Fireworks MX to de-
sign pictures for the instructional material. These tools fa-
cilitate making allow BITS a rich, interactive educational
environment.

The Bayesian network for BITS was implemented by
MSBNx [24], the Microsoft Bayesian Network Toolkit.
MSBNx is a component-based Windows application cre-
ated at Microsoft Research for creating, assessing, and
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<MainElement>
<Question answer="E"> Which of the following is  NOT one  of the things

              a programmer must do in order to use files in a C++ program?
          <choices>

<Items> Use a preprocessor directive to include the header file fstream.
            </Items>

<Items> Declare each file stream in a variable declaration.</Items>
<Items> Prepare each file for reading or writing  by calling the

                          open function.  </Items>
<Items> Specify the name of the file stream in  each input or output

                         statement that uses  it. </Items>
<Items> Erase the contents of each output file before running the

                         program.</Items>
   </choices>
</Question>

</MainElement>

Figure 16. The XML file for the question on
the concept “File I/O" in Figure 9.

evaluating Bayesian Networks. After implementation, the
Bayesian network is saved in an XML-based format. There-
fore, the Bayesian network is independent of the whole sys-
tem’s programming. This feature facilitates any changes or
refining the Bayesian network in the future, i.e., extending
BITS to a second course on computer programming by in-
corporating more sophisticated concepts, without modifica-
tion of existing components of BITS.

6 Related Works

Intelligent Tutoring Systems for programming have been
developed and evaluated for many years in the field of Ar-
tificial Intelligence in Education. Programming has been
a very productive domain in the evolution of most aspects
of the field, including student modelling, knowledge repre-
sentation, and the application of sound pedagogical princi-
ples [50].

Recently, there have been several efforts to develop ITSs
for programming, such as SQL-Tutor [21], an ITS for SQL
programming based on Constraint-Based Modelling ap-
proach. Lisp-Tutor [2] is an ITS for teaching lisp program-
ming based on rule-based system. JITS [50] is a prototype
for an ITS for students learning to program in Java which
is based on a decision tree method. While these ITSs have
been effective, they pay little attention to helping the stu-
dents navigating online learning materials by recommend-
ing individualized reading sequences. The main objective
of these ITSs centers around problem solving support tech-
nologies by providing appropriate error feedback and updat-
ing the student model. The purpose of BITS, on the other
hand, is quite different; it is to help the studentnavigate
the course material. Although problem solving is an inte-
gral part of computer programming, it is outside the focus

of BITS.
Villano [52] first suggested applying Bayesian networks

in Intelligent Tutoring Systems. However, Martin and Van-
lehn [38] explicitly state that Villano’s assessments cannot
communicate precisely what a student does not know and
cannot identify the components of knowledge that must be
taught. BITS, on the other hand, uses yellow traffic lights
to indicate known concepts, green traffic lights to indicate
ready to learn concepts, and red traffic lights to indicate con-
cepts that the student is not ready to learn.

The assessmentsystem proposed by Martin and Van-
Lehn [38] is focused solely on assessing what a student
knows. Ourintelligent tutoring systemnot only assesses
what a student knows, but, in addition, assists the student in
navigating the unknown concepts.

Zapata and Greer [59] designed a system to visualize
Bayesian student models. One advantage of graphical rep-
resentations of student models is to help instructors de-
termine the learning deficiencies for a student. However,
learning the deficiencies for a student was not one of our
objectives when we designed BITS.

There have been several other recent efforts to apply
Bayesian networks to student modelling in Web-based tu-
toring systems [17, 18, 28]. Most of them involved ap-
plying Bayesian networks to help a student with problem
solving support (refer to Section 2) during resolution of one
task [13, 14, 28, 36, 37]. For example, Conati et al. [14] de-
veloped an intelligent tutoring system, Andes, for physics.
The primary objective of that system is to help the student
learn how toproblem solve, while the focus of BITS is quite
different.

It is worth mentioning that Jameson [25] reviewed
several frameworks for managing uncertainty in Intelli-
gent Tutoring Systems, including Bayesian networks, the
Dempster-Shafer theory of evidence, and fuzzy logic. As
Pearl [41] has shown, Bayesian neworks have certain ad-
vantages over the other two frameworks. This influenced
our decision to use Bayesian networks for uncertainty man-
agement in BITS.

7 Concluding Remarks

This section concludes the paper by providing a sum-
mary of the work done and stating our tentative proposals
for future work.

7.1 Conclusions

Web Intelligence explores the practical applications
of Artificial Intelligence to the next generation of Web-
empowered systems [54]. In this paper, we proposed a
Web-based intelligent tutoring system (BITS) for computer
programming that utlizes Bayesian networks, a proven
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framework for uncertainty management in Artificial Intelli-
gence [41, 55, 56]. We discussed a new architecture for de-
signing an ITS for computer programming using Bayesian
technology. Centering on the explicit structure and the con-
tents of each component of the architecture, we described
the concept and realized the prototype of BITS. We discuss
in detail how to use a Bayesian network in BITS for mod-
elling and inference purposes.

Applying Bayesian networks in Intelligent Tutoring Sys-
tems to assess the student’s knowledge level was first sug-
gested by Villano in 1992 [52]. However, Villano’s assess-
ments cannot communicate precisely what a student does
not know and cannot identify the components of knowl-
edge that must be taught [38]. BITS, on the other hand,
marks each concept with an appropriate traffic light to in-
dicate the student’s knowledge regarding these topics and
helps the student select appropriate instructional content to
study (see Section 4.4.1). Theassessmentsystem proposed
by Martin and Vanlehn [38] is focused solely on assessing
what a student knows (see Section 6). Ourintelligent tutor-
ing systemnot only assesses what a student knows, but, in
addition, helps the student navigate the unknown concepts
(see Section 4.4.3).

Currently, most Web-based learning systems are static
HTML Web pages and are simply a copy of regular text-
books. These forms of instructional materials suffer from
two major shortcomings [6]: firstly, they are not interactive,
since students can only passively read the educational ma-
terials; secondly, they are not adaptive (see Section 1.2).
BITS provides remote access to hypermedia-structured
learning materials which include instruction notes, tests,
and examples. BITS can help a student navigate the on-
line course materials using traffic lights (see Section 4.4.1);
it can also recommend learning goals when a particular con-
cept is not understood (see Section 4.4.2). Finally, when a
student wants to learn a particular concept without learning
all of the previous concepts, BITS can present the minimum
prerequisite knowledge needed in order to understand the
desired concept in the proper learning sequence (see Section
4.4.3). BITS has been implemented and was recently used
in the summer 2004 session of CS110, the initial computer
programming course at the University of Regina. While the
feedback collected from the students was limited, the result
was very positive. Empirical studies have shown that in-
dividual one-on-one tutoring is the most effective mode of
teaching and learning, and that Intelligent Tutoring Systems
offer a unique technology to implement computer-assisted
one-on-one tutoring [5].

BITS is significant since it has the potential to be ex-
tended to various computer programming courses. Further-
more, it is important to both Web-based learning and tradi-
tional settings. We believe, thus, that BITS will be useful
for supporting instructors teaching computer programming

in their institutions. BITS is especially important for in-
stitutions where there are more students wishing to learn
to program and where it is difficult to provide personalized
instruction that they need [31]. This research work here, to-
gether with [27, 28, 34, 36, 42, 53], explicitly demonstrates
the practical usefulness of Bayesian networks for Web In-
telligence.

7.2 Future Work

BITS will be used in future offerings of CS110. Data will
be collected to formally evaluate whether BITS improves
the learning results for students who used BITS, compared
to those who did not.

We plan to extend BITS in the future to a second course
on computer programming by incorporating more sophisti-
cated concepts of C++ into BITS, such as inheritance and
pointers. We also hope to extend BITS by incorporating
other programming languages like Java and Perl. Since the
Bayesian network implemented in BITS is independent of
the materials of CS110 and is separated from the system’s
programming work, it will be possible to refine or recon-
struct the Bayesian network efficiently.

A second enhancement of BITS is that currently, for
one knowledge concept, BITS distinguishes between two
states,knownandnot known. This might be not very useful
in practical applications, since sometimes the student may
only partially know a concept. In such cases, we can add a
state somewhere betweenknownandnot known. Thus, we
can describe the student’s knowledge on a specific concept
in terms of finer gradations.

In future work, moreover, we hope to add problem solv-
ing support to BITS. Problem solving is another important
part of computer programming. Currently, however, BITS
does not provide this. We plan to enhance BITS and in-
tegrate this kind of guidance in BITS. We will also con-
centrate on refining the current modules and integrating all
these modules with the special needs of different teachers to
improve the adaptability of BITS as a Web-based learning
tool.
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Appendix

Figure 17. The entire DAG implemented in BITS.
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