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Abstract

Although significant efforts have been devoted to the
study and evaluation of information retrieval systems from
an algorithmic perspective, far less work has been per-
formed on the evaluation of these systems from the user’s
perspective. This is certainly the case for Web informa-
tion retrieval, where the major search engines continue to
utilise interfaces that have not changed substantially since
their introduction. One of the challenges in developing new
Web search interfaces is the evaluation of these systems in
comparison to one another, as well as in comparison to the
popular Web search engines. In this paper, we highlight
some of the methods used in the literature for evaluating
Web search systems, and present a summary of the methods
that we have found to be effective in dealing with the chal-
lenges of evaluating intelligent and interactive Web search
interfaces.

1. Introduction

In many user-oriented research fields, such as human
computer interaction and information visualization, con-
ducting user studies is not only an accepted practice, it is
an expectation. User evaluations provide researchers with
a means to verify and validate design assumptions, confirm
or reject hypotheses, and make comparisons between dif-
ferent systems and techniques. Within these domains, there
are numerous accepted methods and procedures that can as-
sist researchers as they evaluate their work. Many of these
techniques are covered in textbooks in the domain of human
computer interaction [10, 14, 13, 12].

A common procedure for conducting user evaluations
with software is to assign the participants various tasks to
perform, measure the time it takes to complete the tasks
along with the number of errors made, and make obser-
vations about how the software is being used. Subjective
reactions by the participants can also be collected in order
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to measure their confidence and satisfaction in completing
the task, and the ease of use of the software. The assigned
tasks are often representative of the operations that users
commonly perform in the real-world use of the software.
Alternately, tasks may be assigned to explore specific new
features of the system in order to understand whether these
features are indeed an improvement over the existing prac-
tice.

Applying user evaluation methods in the study of Web
search interfaces is not as well understood as in other do-
mains. It has been noted that “the study of end-user search-
ing on Web search engines is still in its infancy” [17]. In the
literature describing user-oriented evaluations within this
domain, the methods employed cover a wide range with
respect to the experimental design, task assignment, and
measurements. In this paper, we survey these methods and
comment on the techniques we have found to be particularly
useful in the evaluation of interactive Web search tools.

2. Experimental Design

Experimental design is a critical aspect of any user-
oriented evaluation: poor experimental design leads to am-
biguous and biased results that are hard to analyse; good
experimental design leads to clear and unbiased results that
are statistically verifiable. In addition to designing the ex-
periment such that independent variables can be manipu-
lated and dependent variables can be measured, a number
of important experimental design decisions must be made.

When designing the experiments for the comparison of
multiple Web search interfaces, care must be taken to min-
imize the ability for participants to transfer what they have
learned in one interface to the operation of the other inter-
faces. While this can be ensured using a between-subjects
design (i.e., each participant is only exposed to one inter-
face), it is more common to conduct a within-subjects ex-
periment (i.e., each participant is exposed to each interface)
requiring fewer participants. The potential bias is addressed



by randomizing the order in which the participants are ex-
posed to the interfaces [17, 11].

Whenever a within-subjects design is chosen for the in-
terface variable, it is possible for participants to learn or re-
member the results from a previously assigned Web search
task. To address this situation, some studies provide multi-
ple search tasks, and vary the order in which the participants
are exposed to this independent variable through group as-
signment [1, 17]. Performing multiple Web search tasks in-
creases the amount of time between conducting the same
task with the different interfaces, and reduces the ability
of the participants to remember the specific details of the
search results.

In some studies, participants were allowed to follow the
links in order to view the documents [15, 17]. In doing so,
there is a risk that participants will be able to learn about the
search task as they view these documents. While this is a
beneficial effect in real-world Web searching, it has a bias-
ing effect in user evaluations. Further, participants may be
able to remember the visual layout of relevant documents
in subsequent searches. This can be avoided by restricting
participants from following the hyperlinks to view the doc-
uments, requiring that they considered only the information
provided within the Web search interfaces being studied.

3. Web Search Tasks and Search Results

In the studies on Web search interfaces, some researchers
provided specific search tasks and queries for their partic-
ipants to conduct [1, 19], whereas others allowed partici-
pants to choose their own search topics [20, 15, 17, 11].
While allowing participants to choose their search topic pro-
vides a more realistic evaluation, it does not readily lend it-
self to making systematic comparisons of the Web search
interfaces under controlled conditions.

Care must be taken when choosing a set of Web search
tasks for participants to perform using the candidate Web
search interfaces. While a number of test collections exist
that include queries for the evaluation of algorithms used
in information retrieval systems (e.g., TREC 2005 HARD
Track'), the queries tend to be long, complex, and very spe-
cific. Since most Web searchers use queries consisting of
one to three terms [9, 16], it is not realistic to use these
test collection queries as-is. An alternative is to use the
long queries as the descriptions of the information need,
and write shorter queries for these topics [1]. Alternately,
researchers may write their own Web search tasks to ad-
dress specific features of their interfaces, such as the ability
to handle question-answering searches, or sift to through
very ambiguous sets of search results.

Regardless of how the search task is devised, a critical
feature of a user-oriented evaluation of an intelligent Web
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search interface is that the users have an adequate under-
standing of the assigned information need. Clearly, if a par-
ticipant does not understand what they are searching for,
they will have a very difficult time deciding the relevance of
the documents in the search results. It is beneficial to spend
time at the beginning of each task providing explanations
and answering questions. This can help alleviate situations
where participants misinterpret the meaning of the search
topic.

When evaluating multiple user interfaces for Web search
results, it is very important to ensure that these interfaces
all provide access to the same results set. If a live search
engine is used, it is entirely possible that the search results
may change during the course of the study. Therefore, it is
desirable that the search results be cached prior to starting
the study, and that these search results be provided to each
competing interfaces in the study.

4. Measures

Making measurements of dependent variables as the in-
dependent variables are manipulated is one of the funda-
mental procedures in conducting user evaluations. Com-
monly, we wish to determine whether our changes have al-
lowed the participants to perform their search tasks faster,
more accurately, with less errors, with more satisfaction,
and with higher confidence. The later two items from this
list can be measured using questionnaires, the first three re-
quire relevance judgements to be made and for there to be
clear completion criteria for each task. In this section, we
will discuss the issues related to the measurement of the de-
pendent variables when conducting a study to compare Web
search interfaces.

4.1 Relevance Judgements

When evaluating a Web search interface, whether it is an
independent evaluation of a single system or a comparison
of multiple interfaces, researchers must be able to measure
the participants’ judgements in regards to the relevance of
documents in the search results set. The methods by which
this relevance judgement data is measured varies greatly
within the literature.

Some have used Web search logs as the source of rele-
vance judgement data [20]. However, this assumes that all
documents viewed are equally relevant to the information
need. Further, this technique does not provide any infor-
mation with respect to how many non-relevant documents
were considered in the course of the evaluation.

In user evaluations of traditional information retrieval
systems, binary relevance judgments are common [3, 18];
these have also been used in the evaluation of Web infor-
mation retrieval systems [1]. Binary relevance decisions as-



Table 1. A relevance scale for measuring the
participants’ relevance judgements.

| Score | Description ‘

4 This document is relevant.

3 This document is probably relevant.
2 This document might be relevant.

1 This document is not relevant.

sume a very simple model of document relevance (i.e., that
a document is either relevant or not relevant to the infor-
mation need). Clearly, in this model, there is no room for
partial relevance, or for the degree of confidence in the rel-
evance to be expressed by the participants.

Some studies have asked participants to provide the top
search results in the order of relevance to their information
need [11, 17, 19]. Although this technique can allow statis-
tical comparisons to be made between the participants’ or-
ders and the order provided by the search engines (with the
goal of determining the quality of the search results) [11], it
assumes that the participants are able to provide such an or-
der. This may not be possible if there are a large portion of
non-relevant documents, or if the number of documents to
be ranked is large. Further, the order of relevant documents
may not be as important as finding a set of high-quality rel-
evant documents tasks such as exploratory searching.

Another alternative is to allow the participants to make
relevance judgements using a finite relevance scale. Both
three-point [17] and four-point scales [15] have been re-
ported in the literature. Scales such as the one in Table 1
are easy to understand and remember by the participants,
and take into account different levels of confidence in the
search results. While it would be possible to use a scale
with a larger number of choices, keeping the number rela-
tively small makes it easier for the participants to remember
the meanings of the scores, and reduces the amount of time
the participants spend deciding which relevance score to as-
sign to a particular document.

Some have suggested the use of a continuous relevance
scale, requiring participants to mark on this scale how well
each document in the search results fulfills their informa-
tion need [2, 15]. While this technique has also been used
in the study of traditional information retrieval systems [8],
it is not clear whether participants can effectively use such a
tool to indicate relevance. Further, since a common analysis
method is to quantize the locations indicated by the partic-
ipants on this relevance scale [2], the result is equivalent to
providing a multi-point relevance scale.

4.2 Time to Completion

In order answer research questions such as “Does our
new Web search results interface allow users to evaluate
search results faster than Google?”, we must be able to mea-
sure how long it takes participants to complete the same as-
signed Web search tasks using the competing interfaces. In
order to measure this time to completion, clear completion
criteria must exist for the tasks. Without such criteria, time
comparisons among users may not be valid.

In many studies, participants were allowed to continue
searching until they were satisfied (or had given up) [1, 15,
17]. Other studies only provided a limited number of doc-
uments for the participants to consider [11, 19]. Of these
studies, only one provided an analysis of the time taken
to complete the tasks [17]. However, since there was no
clear completion criteria, this timing data has little meaning.
Some participants may have been very engaged in evaluat-
ing the search results, spending a large portion of time in
a very successful and productive manner; others may have
become frustrated and stopped after a short period of time.

In order to effectively answer research questions related
to the time efficiency of an interface, tasks with equivalent
completion criteria must be performed. For example, using
the relevance scores in Table 1, it is possible to specify a
task as being completed once the participant has given ten
documents a relevance score of either three or four. While
this may not be a natural method for users to decide whether
they have successfully fulfilled their information need, it
provides a consistent way to conclude the task, independent
of the interface being used.

4.3 Subjective Measures

Collecting subjective measures is a valuable way of mea-
suring participant feellings towards satisfaction, confidence,
and ease of use. This data is often collected in the form of
a questionnaire administered at the end of the evaluation
session. Commonly, participants will be asked to rate their
degrees of agreement on a Likert scale with respect to a
number of statements regarding their tasks and the features
of the software.

While collecting these subjective measures at the end of
the session is often most convenient, there are other times
in a user evaluation of Web search interfaces when subjec-
tive measures may also be taken. For example, some have
administered evaluation questionnaires at the end of each
search task [1, 17]. Such measures taken immediately fol-
lowing a task can be used to determine the participants’ sub-
jective opinions about a specific task conducted using a spe-
cific interface. Measures taken at the end of the sessions can
be used to determine participants’ subjective opinions about
the general features of the tasks and interfaces.



4.4 Data Collection Methods

While it is very tempting to develop automatic data col-
lection methods, it is not advisable to do so without consid-
ering the consequences of this decision. One of the largest
pitfalls in data collection is to develop a method that inter-
feres with the assigned tasks. This is especially problematic
when the tasks are timed. For example, one study of a tradi-
tional information retrieval system included relevance rank
sliders within the interface [8]. Clearly, these sliders were
in direct competition with the interface being tested.

Others have required the participants to print out the
search results pages for further evaluation [17, 11]. While
this may be a valid method for evaluating existing search
engines, new prototype systems may not include the ability
to print, or may introduce interactive features that promote
the manipulation and exploration of the search results [6, 5].

In other studies, participants completed paper forms with
their relevance score data for each document considered
[15, 19]. While this is a low-overhead method that does not
directly compete with the Web search interface, it does com-
pete with the Web search tasks being performed by the par-
ticipants. For example, in order to log the relevance score
for a particular document, the participant must change their
focus from the interface to the paper form, and then back
again to continue the task.

Manual data entry methods that require the participant to
speak the relevance scores and the investigator to log these
reduces the impact of collecting the data on the Web search
task being performed. This verbal protocol is least intrusive
than the methods discussed above. As an added bonus, this
method of data collection allows the researcher to carefully
watch the users as they perform their Web search tasks, pro-
viding valuable insight into the Web search techniques and
strategies employed by the participants. The automatic log-
ging of user interactions within the interface may also be
beneficial, so long as it doesn’t interfere with the partici-
pants’ primary tasks of conducting searches with the inter-
face.

5. Experiences with HotMap and WordBars

Evaluating intelligent interfaces for Web search poses
special problems in the design of the experiments, the tasks
assigned to the participants, and in the collection of the
measures. In particular, tools such as HotMap [6] and
WordBars [5] support users in interactively manipulating
the search results as they seek relevant documents. These
tools are designed to support exploratory searching, provid-
ing a range of actions that are much more complex than the
common list-based representation of search results. As a
result, many of the simpler techniques that have been used
to evaluate static Web search interfaces are not as effective

for the evaluation of intelligent and interactive Web search
interfaces. In this section, the decisions we have made in
designing and conducting user evaluations of the prototype
systems [4, 7] are provided.

Experimental Design

1. A within-subjects design requires fewer participants
and allows for the direct comparison between inter-
faces on a participant-by-participant basis.

2. Assigning the order participants use the interfaces in
a pseudo-random order reduces the biasing effects of
using one interface before another.

3. Performing multiple search tasks in a pseudo-random
order reduces the learning effects of having previously
conducted a search on the assigned tasks.

4. Requiring participants to decide relevance based on
the information provided in the interface reduces their
ability to learn about the topic by viewing specific doc-
uments.

Web Search Tasks and Search Results

1. Providing specific search tasks that all participants
conduct supports the evaluation of the specific type
of searching supported by the interface (i.e., using ex-
ploratory tasks to evaluate exploratory Web search in-
terfaces).

2. Writing queries based on the search topics from exist-
ing test collections reduces the work required to pre-
pare appropriate search tasks

3. Describing each task in detail and answering ques-
tions posed by participants places each participant at
an approximately equal level with respect to their prior
knowledge on each search topic.

4. Caching the search results for each task ensures that
each participant reviews an identical set of documents
during the course of the evaluation.

Measures

1. Using a four-point relevance judgement scale captures
varying degrees of confidence in the relevance of doc-
uments considered.

2. Providing a clear completion criteria for each task sup-
ports the comparison of the interfaces based on time
measurements.



3. Collecting subjective reaction measures after the com-
pletion of each search task with each interface provides
specific details regarding the participants’ feelings at
each stage in the study.

4. Collecting subjective reaction measures at the conclu-
sion of the study provides an overall view of the par-
ticipants’ feelings with respect to the interfaces in gen-
eral.

Data Collection Methods

1. Having the participants speak the relevance scores of
the documents being considered, rather than having
them log this information themselves using the inter-
face or a paper-based form, reduces the interference
of the data collection methods with conducting the as-
signed search tasks.

2. Logging the spoken relevance scores manually allows
the experimenter to closely watch how each participant
uses the systems.

6. Conclusions

Conducting user-oriented evaluations of intelligent and
interactive Web search interfaces is difficult due to the high
degree of interactivity promoted by such systems. While
numerous studies have been conducted to evaluate Web
search systems both in isolation and as comparisons among
competing systems, there is little consensus on the proper
methods to use. This paper presents a review of the meth-
ods used in a selection of user-oriented studies. A sum-
mary of the techniques we have found to be effective in the
evaluation of our systems are provided, with the focus on
controlled experimentation with multiple interfaces for Web
search.
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