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Abstract Constraint Satisfaction Problems (CSPs) have
been widely used to solve combinatorial problems. In order
to deal with dynamic CSPs where the information regarding
any possible change is known a priori and can thus be enu-
merated beforehand, conditional constraints and composite
variables have been studied in the past decade. Indeed, these
two concepts allow the addition of variables and their re-
lated constraints in a dynamic manner during the resolution
process. More precisely, a conditional constraint restricts
the participation of a variable in a feasible scenario while
a composite variable allows us to express a disjunction of
variables where only one will be added to the problem to
solve. In order to deal with a wide variety of real life ap-
plications under temporal constraints, we present in this pa-
per a unique temporal CSP framework including numeric
and symbolic temporal information, conditional constraints
and composite variables. We call this model, a Conditional
and Composite Temporal CSP (or CCTCSP). To solve the
CCTCSP we propose two methods respectively based on
Stochastic Local Search (SLS) and constraint propagation.
In order to assess the efficiency in time of the solving meth-
ods we propose, experimental tests have been conducted on
randomly generated CCTCSPs. The results demonstrate the
superiority of a variant of the Maintaining Arc Consistency
(MAC) technique (that we call MAX+) over the other con-
straint propagation strategies, Forward Checking (FC) and
its variants, for both consistent and inconsistent problems.
It has also been shown that, in the case of consistent prob-
lems, MAC+ outperforms the SLS method Min Conflict
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Random Walk (MCRW) for highly constrained CCTCSPs
while both methods have comparable time performance for
under and middle constrained problems. MCRW is, how-
ever, the method of choice for highly constrained CCTCSPs
if we decide to trade search time for the quality of the solu-
tion returned (number of solved constraints).
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Stochastic Local Search

1 Introduction
1.1 Problem definitions

A well-known approach to managing the numeric and sym-
bolic aspects of time is to view them as Constraint Satis-
faction Problems (CSPs). We talk then about temporal con-
straint networks [2, 7, 12, 20, 30, 46, 49]. Here, a CSP in-
volves a list of variables defined on discrete domains of val-
ues and a list of relations constraining the values that the
variables can simultaneously take [11, 21, 27].

In a temporal constraint network, variables, correspond-
ing to temporal objects, are defined on a set of time points
or time intervals while constraints can either restrict the
domains of the variables and/or express the relative posi-
tion between the temporal objects these variables represent.
The relative position between temporal objects can be ex-
pressed via qualitative or quantitative relations. Quantita-
tive relations are temporal distances between temporal vari-
ables while qualitative relations represent incomplete and
less specific symbolic information between variables. Con-
straint propagation techniques and backtrack search are then
used to check the consistency of the temporal network and
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to infer new temporal information. While a considerable re-
search work has been concerned with reasoning on the met-
ric or the symbolic aspects of time (respectively through
metric or qualitative networks), little work such as [18, 25,
29, 43] has been developed to manage both types of informa-
tion. In [33, 34], we have developed a temporal model, Tem-
Pro, based on Allen’s interval algebra [2] and a discrete rep-
resentation of time, to express numeric and symbolic time
information in terms of qualitative and quantitative tempo-
ral constraints. More precisely, TemPro translates an appli-
cation involving numeric and symbolic temporal informa-
tion into a binary CSP' called Temporal CSP (or TCSP?)
where variables are temporal events defined on domains of
numeric intervals and binary constraints between variables
correspond to disjunctions of Allen primitives [2]. The res-
olution method for solving the TCSP is based on constraint
propagation and requires two stages. In the first stage, local
consistency is enforced by applying the arc consistency on
variable domains and the path consistency on symbolic re-
lations. A backtrack search algorithm using constraint prop-
agation is then performed in the second stage to check the
consistency of the TCSP by looking for a feasible scenario.
A feasible scenario (or solution to the TCSP) is a complete
assignment of intervals to all the events such that all the con-
straints are satisfied. Note that for some TCSPs local consis-
tency implies the consistency of the TCSP network as indi-
cated in [29]. The backtrack search phase can be avoided in
this case.

When solving real life applications under (temporal) con-
straints we often need to deal with uncertain information.
These latter are the result of uncontrollable external factors.
Variables, domains and constraints in CSPs and temporal
CSPs can thus be uncertain and some research work in this
regard has been addressed. In a Mixed-CSP [13], variables
are divided into two categories. One includes controllable
variables (decision variables) that are totally under control
of users and the other includes uncontrollable variables (en-
vironmental variables) that are not under control. The uncer-
tainty is reflected by uncontrollable variables. In the stochas-
tic CSP [50], a probability distribution is associated with
the domain of each variable. In probabilistic CSPs [13], the
uncertain factors are the probabilities of the existence of
various constraints. Simple Temporal Networks [12], very
popular for representing quantitative temporal information,
have been augmented to model the uncertain duration be-
tween time points. One of the resulting frameworks is called

'In a binary CSP, constraints can only be unary or binary relations.

2Note that the acronym TCSP was used in [12]. The well known TCSP,
as defined by Dechter et al., is a quantitative temporal network used
to represent only numeric temporal information. Nodes represent time
points while arcs are labeled by a set of disjoint intervals denoting a
disjunction of bounded differences between each pair of time points.
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Simple Temporal Network with Uncertainty (STNU) [47].
Solving algorithms and tractable classes for the STNU have
been proposed in [32, 48]. Another resulting framework is
the Fuzzy Temporal Constraint Network [28]. This latter
model extends the STN with fuzzy durations using the pos-
sibilistic distributions. Qualitative temporal networks han-
dling uncertainty include the fuzzy extension of Allen’s In-
terval Algebra [3] and the Probabilistic Temporal Interval
Network (PTI) [35]. Both of these two formalisms are based
on the possibility theory used to model the uncertain sym-
bolic relations by assigning a preference degree to every ba-
sic Allen’s primitive [2]. A path consistency algorithm has
been proposed in each model. Finally, a framework for rea-
soning about qualitative and metric temporal relations be-
tween vague time periods has been proposed in [40].

1.2 Motivation

Representing and reasoning about numeric and/or symbolic
aspects of time is crucial in many real world applications
[14] such as scheduling and planning [1, 4, 8, 18, 26], nat-
ural language processing [22, 42], molecular biology [19]
and temporal database [9, 44]. In all these applications we
have to deal with both the numeric and the symbolic aspects
of time in a dynamic and evolving world. While many ef-
forts have been dedicated to tackle constraint problems in a
dynamic environment [10, 16, 23, 24, 31, 37, 38, 45], none
of these works manages both the numeric and the symbolic
aspects of time in a very expressive way as we will show
in the next section. This has motivated us to develop such a
model based on our TemPro framework.

1.3 Proposed solution and contributions

We present in this paper an extension of the modeling frame-
work TemPro in order to deal with a large variety of dynamic
real world temporal applications and where the information
regarding any possible change can be enumerated before-
hand. This extension includes the following:

Variable status. Each variable has either active or inactive
status. Only active variables require an assignment from
their domain of values. Inactive variables will not be
considered during the resolution of the temporal net-
work until they are activated. A variable can be activated
by default (in the initial problem), through an activity
constraint or a composite variable.

Composite temporal variables. Composite temporal vari-
ables are variables whose values are temporal events.’
During the resolution process, an active composite vari-
able will be assigned (replaced with) one event from its

3 An event is defined here as a preposition that holds over a time inter-
val.
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domain. This latter event will then be activated. For in-
stance, if we have a list of events Evtq, ..., Evt, where
only one Evt; should be present in the problem to solve,
then we can create a composite variable X defined on
the domain Dy = {Evty, ..., Evt,}.

Activity (or conditional) constraints. An activity constraint

condition

has the following form: X; A---A X, — Y where

X1,...,Xp and Y are temporal variables (composite
or events). This activity constraint will activate Y if
X1,..., X are active and condition holds on these vari-

ables. condition corresponds here to the assignment of
particular values to the variables X1, ..., X,.

The main difference between an activity constraint and a
composite variable is the fact that:

— An activity constraint requires a condition (over a set of
active variables) to be satisfied in order to activate a given
variable.

— A composite variable represents the fact that among a list
of events only one should be activated (without a specific
condition).

Note that we could as well express the disjunction of
events Evty, ..., Evt, we mentioned above (when describing
composite variables) using conditional constraints. In this
case we need to do the following:

1. Create a variable X defined on Dy = {ey, ..., e,} where
each value e; corresponds to the activation of event Evt;.
2. Create n activity constraints as follows:

X=e
— xS Evy

- x 5" Eu,

Using the above, each time X is assigned a particular
value, the corresponding event is activated. As we can see, it
is natural and easier to represent a disjunction of events with
a composite variable rather than a set of activity constraints.
Also, from a conceptual point of view it is better to distin-
guish between the events that are unconditionally selected
(from a list) and activated through composite variables and
those activated via activity constraints.

We call a Composite TCSP (CTCSP) a TCSP including
composite temporal variables. A CTCSP represents a finite
set of possible TCSPs where each TCSP corresponds to a
complete assignment of values (temporal events) to compos-
ite variables. Solving a CTCSP consists of finding a feasible
scenario for one of its possible TCSPs. Solving a TCSP re-
quires a backtrack search algorithm with exponential com-
plexity in time O (D) where N is the total number of tem-
poral events and D the domain size of each event (num-
ber of values in the domain). The possible number of TC-
SPs the CTCSP involves is d¥ where M is the number of

composite variables and d their domain size. Thus, solv-
ing a CTCSP requires a backtrack search algorithm of com-
plexity O( @™ x DN*M) in the worst case. We call Con-
ditional CTCSP (CCTCSP) a CTCSP augmented by activ-
ity constraints. Solving a CCTCSP can be seen like solv-
ing a CTCSP dynamically i.e. when some of the variables
(events or composites) and their corresponding constraints
are added or removed dynamically during the resolution of
the CSP. To overcome this difficulty in practice, we propose
in this paper two methods respectively based on constraint
propagation and Stochastic Local Search (SLS) for solv-
ing efficiently CCTCSPs. Constraint propagation includes
Arc Consistency (AC) [27] as well as forward check and
MAC strategies [21]. On the other hand, the SLS methods
we use are Min-Conflict-Random-Walk (MCRW), Steepest-
Descent-Random-Walk (SDRW) and Tabu [39].

In order to assess the efficiency in time of the solving
methods we propose, experimental comparative tests have
been conducted on random CCTCSPs generated using the
model RB [51] as this latter has the ability to generate as-
ymptotically hard instances. The test results demonstrate
the superiority of a variant of the MAC technique (that we
call MAX+) over the other constraint propagation strategies
(FC and its variant FC+) for both consistent and inconsis-
tent problems. It has also been shown that, in the case of
consistent problems, MAC+ outperforms the SLS method
MCRW for highly constrained CCTCSPs while both meth-
ods have comparable time performance for under and mid-
dle constrained problems. MCRW is, however, the method
of choice for highly constrained CCTCSPs if we decide to
trade search time for the quality of the solution returned
(number of solved constraints).

1.4 Plan of the paper

The rest of the paper is structured as follows. In the next sec-
tion we introduce the CCTCSP framework through an exam-
ple. Sections 3 and 4 are respectively dedicated to the con-
straint propagation technique and the SLS methods for solv-
ing CCTCSPs. Section 5 describes the experimental com-
parative tests we have conducted on random CCTCSPs. Fi-
nally, concluding remarks are covered in Sect. 6.

2 Conditional and composite temporal constraint
satisfaction problems (CCTCSPs)

Managing conditional, composite and dynamic CSPs has al-
ready been reported in the literature [10, 16, 23, 24, 31,

37, 38, 45]. Mittal and Falkenkainer [31] introduced the no-
tion of Dynamic Constraint Satisfaction Problems for con-
figuration problems (renamed Conditional Constraint Satis-
faction Problems (CCSPs) later). In contrast with the stan-
dard CSP paradigm, in a CCSP the set of variables requiring
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assignment is not fixed by the problem definition. A vari-
able has either active or nonactive status. An activity con-
straint enforces the change of the status of a given vari-
able from nonactive to active. In [37], Freuder and Sabin
have extended the traditional CSP framework by including
the combination of three new CSP paradigms : Meta CSPs,
Hierarchical Domain CSPs, and Dynamic CSPs. This ex-
tension is called composite CSP. In a composite CSP, the
variable values can be entire sub CSPs. A domain can be
a set of variables instead of atomic values (as it is the case
in the traditional CSP). The domains of variable values can
be hierarchically organized. The participation of variables in
a solution is dynamically controlled by activity constraints.
Jénsson and Frank [23] proposed a general framework us-
ing procedural constraints for solving dynamic CSPs. This
framework has been extended to a new paradigm called
Constraint-Based Attribute and Interval Planning (CAIP) for
representing and reasoning about plans [24]. CAIP and its
implementation, the EUROPA system, enable the descrip-
tion of planning domains with time, resources, concurrent
activities, disjunctive preconditions and conditional con-
straints. The main difference, comparing to the formalisms
we described earlier, is that in this latter framework [23] the
set of constraints, variables and their possible values do not
need to be enumerated beforehand which gives a more gen-
eral definition of dynamic CSPs. Note that the definition of
dynamic CSPs in [23] is also more general than the one in
[10] since in this latter work variable domains are prede-
termined. Finally, in [45], Tsamardinos et al. propose the
Conditional Temporal Problem (CTP) formalism for Condi-
tional Planning under temporal constraints. This model ex-
tends the well known qualitative temporal network proposed
in [12] by adding instantaneous events (called observation
nodes) representing conditional constraints.

We adopt both the CCSP [31] and the composite CSP
[37] paradigms and extend the modeling framework Tem-
Pro [34] by including conditional temporal constraints and
composite temporal events as shown in introduction. Tem-
Pro will then have the ability to transform constraint prob-
lems involving numeric information, symbolic informa-
tion, conditional constraints and composite variables into
the CCTCSP we have described in introduction. Compar-
ing to the formalisms we mentioned above and those we
mentioned in introduction on hybrid temporal constraints
[18, 25, 29, 43], ours has the following specifics.

1. Our work focuses on temporal constraints while the pre-
vious literature is on general constraints, if we exclude
the work in [45] and [24]. Both these two latter for-
malisms, however, handle only quantitative time infor-
mation while ours combines both quantitative and quali-
tative temporal constraints.

2. Our model is application independent and is not re-
stricted to a particular area such as planning or schedul-
ing. It can thus be used in a large variety of applications
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involving symbolic and|or numeric temporal constraints.
Moreover, the qualitative constraints are based on the
whole Allen Algebra [2] which offers more expressive-
ness. Altough this will lead to NP-hard problems, the
solving techniques that we will present in the next two
sections overcome this difficulty, in practice, as demon-
strated by the test results in Sect. 5.

3. Our model is based on a discrete representation of time.
Thus, events are defined on discrete values (numeric in-
tervals). This offers an easier way to handle numeric tem-
poral information with different granularities. It will also
enable the constraint propagation techniques and approx-
imation methods to be applied in a straight forward man-
ner.

4. Numeric and symbolic temporal constraints as well as
conditional constraints and composite variables, are man-
aged within the same constraint graph and not, for exam-
ple, like in [25] where numeric and symbolic temporal
constraints are managed in two separate systems.

5. Our model is more expressive then IxTeT [18] since this
latter is restricted to the Point Algebra (PA) while ours
is based on the full Allen Interval Algebra (IA). Also,
when using a discrete representation of time, temporal
problems represented by our model include those repre-
sented by the well known formalisms proposed in [29]
and [43] as we will show later in example 2.

6. As we will see in Sect. 3, unlike the work in [38] where
constraint propagation is performed during search (using
forward checking and MAC strategies) through activity
constraints, in our model the propagation is performed
through compatibility constraints.

7. Unlike the model in [37] where a variable can unfold into
sub CSPs in a recursive manner, in our framework a com-
posite variable is defined on a set of events and can thus
be replaced by only one event from this set.

In the following we will define the CCTCSP model and
its corresponding network (graph representation) through an
example.

Definition

A CCTCSPisatuple (E, Dg, X, Dx, 1V, C, Act), where:

E ={ey,..., ey} isafinite set of temporal variables that we
call events. In the same way as in [2], we define an event
e as the proposition that occurs over the smallest possible
time interval I for it to occur:

OCCURS(e, I) N1 C 1 = —OCCURS(e, I')

where I’ is a subinterval of I. For the sake of notation
simplicity, an event is used in this paper to denote its tem-
poral qualification (time interval during which the event
occurs).
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Dg ={De,, ..., D} is the set of domains of the events.
Each domain D, is the finite and discrete set of nu-
meric and continuous time intervals the event e; can
take. D,, is expressed by the fourfold [EarliestStart,,,
LatestEnd,;, Duration,,, Stepei] where EarliestStart,,
and LatestEnd,, are respectively the earliest start time
and the latest end time of e;, Duration,, is its duration
and Step,, defines the distance (number of time units) be-
tween the starting time of two adjacent intervals within
D,;. The discretization step Step,. allows us to handle
temporal information with different granularities as in [5,
6]. Note that EarliestStart,, , LatestEnd,, , Duration,, and
Stepel_ are natural numbers expressed as constants, vari-
ables defined over specific domain or as arithmetic ex-
pressions including natural variables and arithmetic op-

erators (‘4+’, ‘=", “x” or /’). See Fig. 3 for an example.
={x1,..., Xy} is the finite set of composite variables.
Dx ={Dy,,..., Dy,} is the set of domains of the com-

posite variables. Each domain Dy, is the set of possible
events the composite variable x; can take.

IV is the set of initial variables. An initial variable can be a
composite variable or an event. [V C E U X.

C={Cy,...,Cp} is the set of compatibility constraints.
Each compatibility constraint is a qualitative temporal
relation between two variables in case the two variables
are events, or a set of qualitative relations if at least one
of the two variables involved is composite. A qualitative
temporal relation is a disjunction of Allen primitives [2].

Act is the set of activity constraints. Each activity con-

i i diti
straint has the following form: X; A --- A X, condition

where X1,..., X, and Y are temporal varlables (com-
posite or events). This activity constraint will activate Y
if

X1,..., X, are active and condition holds on these vari-
ables. condition corresponds here to the assignment of
particular values to the variables X, ..., X,.

Let us illustrate the CCTCSP through the following ex-
ample.

Example 1

John, Mike and Lisa are going to see a movie on Fri-
day. John will pick Lisa up and Mike will meet them
at the theatre. If John arrives at Lisa’s before 7:30,
then they will stop at a convenient store to get some
snacks and pops. It will take them 35 minutes to reach
the theater if they stop at the store and 15 minutes
otherwise. There are three different shows playing:
movie, moviey and movies. If they finish the movie by
9:15, they will stop at a Pizza place 10 minutes after
the end of the movie and will stay there for 30 minutes.
John leaves home between 7:00 and 7:20. Lisa lives
far from John (15 minutes driving). Mike leaves home

Table 1 Allen primitives

Relation Symbol| Inverse Meaning
. X Y
X Precedes Y B Bi
X
X Equals Y E E
Y
X Meets Y M Mi X Y
X OverlapsY| O Oi X Y
X During Y D Di X %
X Starts Y S Si X Y
X Finishes Y F Fi v X

f John Pick Lisa \
LatestEnd Step

[0,35,15,1]

EarliestStart Durat|on

JPL=(1530) v .. v JPL=(20 35) JPL=(0 15) v..v JPL=(14 29)
BM BM

(Mike_Movie \ ﬂTOhn_Llsa_Mov:Le\ (John Lisa Store

L[15,40,20,1]J L[30,50,15,1] J t [15,64,35,1] J

BM

Watch Movie \
( Moviel \ ( Movie2 \ f Movie3

[30,120,90,1]J t45,130,85,11J t35,14o,105,1]J

Watch_Movie = Movie2

Pizza_Place2
[140,170,30,1]

Watch_Movie = Moviel

Pizza Placel
[130,160,30,1]

Fig. 1 CCTCSP of example 1

between 7:15 and 7:20 and it takes him 20 minutes to
go to the theater. movie|, moviey and movies start at
7:30, 7:45 and 7:35 and finish at 9:00, 9:10 and 9:20
respectively.

The goal here is to check if this story is consistent
(has a feasible scenario). The story can be represented by
the CCTCSP in Fig. 1. Each event domain is represented
by the fourfold [EarliestStart, LatestEnd, Duration, Step].
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Fig. 2 Meiri’s Temporal
Network [29] of example 2

{(0,20),(60,+00)}

SSiDDiFFiOOi

Nodes:

Time Intervals

J = John is going to work
F = Fred is going to work
Time Points

PO = Begining story

P1 = John leaves home
P2 = John arrives at work

S
{(15,20)}
P

m F P3 = Fred leaves home
P > P4 = Fred arrivesat work
0
05 2 (5055) 4
Fig.3 CCTCSP of le 2
ig of example ( John \
4 Fred \
/ John1 \ / John2 \
SSIiDDiFFIiOOI E
[5,10+X,X,1] [5,70+X,60+X,1] » [30+X,55,20-X,1]
1<X<20 X >=60 0<=X<=5

In the case of the event John_ Pick_Lisa, the domain is
[0, 35, 15, 1] where O (the time origin corresponding to 7:00)
is the earliest start time, 35 is the latest end time, 15 is the
duration, and 1 (corresponding to 1 min) is the discretiza-
tion step. This domain corresponds to the following set of
intervals: {[0, 15], [1, 16], ..., [20, 35]}. For the sake of sim-
plicity all the events in this story have the same step. Arcs
represent either a compatibility constraint or an activity con-
straint (case of arcs with diamond) between variables. The
compatibility constraint is denoted by one or more qual-
itative relations. The activity constraint shows the condi-
tion to be satisfied and the qualitative relation between the
two variables in case the condition is true. Each qualita-
tive relation is a disjunction of some Allen primitives [2].
For example, the relation BM between John_Pick_Lisa and
John_Lisa_Store denotes the disjunction Before v Meets.
The JPL (John_Pick_Lisa) related activity constraint shown
in Fig. 1 expresses the fact that if JPL ending time is be-
fore or equal 30 (7:30) then the event John_Lisa_Store
is activated, otherwise (if JPL starting time is after 20)
John_Lisa_Movie is activated. This activity constraint is a
representation of the sentence “If John arrives at Lisa’s be-
fore 7:30, then they will stop at a convenient store to get
some snacks and pops”.

In order to compare our model to Meiri’s general frame-
work for representing qualitative and quantitative tempo-
ral constraints [29] we will see how the following example
(taken from [29]) is represented by both models.

Example 2
John and Fred work for a company that has local and

main offices in Los Angeles. They usually work at the
local office, in which case it takes John less than 20
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minutes and Fred 15-20 minutes to get to work. Twice
a week John works at the main office, in which case his
commute to work takes at least 60 minutes. Today John
left home between 7:05-7:10 a.m., and Fred arrived
at work between 7:50-7:55 a.m. We also know that
Fred and John met at a traffic light on their way to
work.

Using Meiri’s model the above story can be repre-
sented by the constraint network of Fig. 2 and taken from
[29]. In the graph, nodes represent time instants (case of
Py, Pi, P, P3 and Pj) or time intervals (J and F') while
arcs are labeled with qualitative or quantitative constraints.
A qualitative constraint is a binary relation between two
nodes each of which may correspond to a time instant or
an interval. Indeed, Meiri has defined three types of qualita-
tive constraints: Interval-Interval (II) relations (case of the
constraint (J, F)), Point-Interval PI) relations (case of the
constraint (P>, J)) and Point—Point (PP) relations. A quan-
titative constraint (case of the relation (Pi, P»)) represents
the distance between time points and is represented by an
interval set in the same way as in the well known TCSP
[12]. Using our CCTCSP we represent the story in example
2 with the graph in Fig. 3. Note that, on the graph, the vari-
able X is a natural number. Thus, the two temporal networks
respectively in Figs. 2 and 3, are not completely equivalent.
Indeed, metric information are continuous in Meiri’s model
and discrete in ours.

From example 2 we can see that our CCTCSP can repre-
sent any temporal problem that can be modeled with Meiri’s
framework. In addition, CCTCSP has the ability to deal with
temporal information that are added to the problem dynam-
ically via activity constraints and composite variables.
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3 Constraint propagation for solving CCTCSPs

Different methods for solving conditional CSPs have been
reported in the literature [15, 16, 31, 38]. In [16], all possible
CSPs are first generated from the CCSP to solve. CSP tech-
niques are then used on the generated CSPs in order to look
for a possible solution. Dependencies between the activity
constraints are considered in order to generate a directed a-
cyclic graph (DAG), where the root node corresponds to the
set of initially active variables. Activity constraints are ap-
plied during the derivation of one total order from the par-
tial order given by the resulting DAG. In [31, 38] resolution
methods have been proposed and are directly applied on CC-
SPs. Maintaining arc consistency (MAC) is used to prune in-
consistent branches by removing inconsistent values during
the search [38]. The solving method starts by instantiating
the active variables. For each active variable instantiation,
the algorithm first checks the compatibility constraints and
then activates the activity constraints. The method will then
enforce look-ahead consistency (through arc consistency)
along the compatibility constraints and prunes inconsistent
values from the domains of future variables. When activ-
ity constraints come into play, newly activated variables are
added to the set of future variables. MAC is then applied to
the set of all active variables. In [15, 38], a CCSP is reformu-
lated into an equivalent standard CSP. A special value “null”
is added to the domains of all the variables which are not
initially active. A variable instantiation with “null” indicates
that the variable does not participate in the problem resolu-
tion. The CCSP is transformed into a CSP by including the
“null” values. The disadvantage is that, in a large constraint
problem, all variables and all constraints are taken into ac-
count simultaneously even if some are not relevant to the
problem at hand. In the above methods, backtrack search is
used for both the generation of possible CSPs and the search
for a solution in each of the generated CSPs. Thus, these
methods require an exponential time for generating the dif-
ferent CSPs and an exponential time for searching a solu-
tion in each generated CSP. Moreover these methods per-
form the propagation through activity constraints (while it
is done through compatibility constraints in our case). The
other problem of the above methods (since the goal is to look
for all solutions) is the redundant work done when check-
ing at each time the consistency of the same set of variables
(subset of a given generated CSP). Our aim in this paper is
to check for the consistency of the CCTCSP and to return
one solution in case this latter is consistent.

The goal of the constraint propagation method we pro-
pose for solving CCTCSPs is to overcome, in practice, the
difficulty due to the exponential search space of the possi-
ble TCSPs generated by the CCTCSP to solve and also the
search space we consider when solving each TCSP. In the
same way as reported in [31, 38], we use constraint propa-
gation in order to detect earlier later failure. This will allow

us to discard at the early stage any subset containing con-
flicting variables. The description of the method we propose
is as follows.

1. The method starts with an initial problem containing a
list of initially activated temporal events and composite
variables. Arc consistency is applied on the initial tem-
poral events and composite variables in order to reduce
some inconsistent values which will reduce the size of
the search space. If the temporal events are not consis-
tent (in the case of an empty domain) then the method
will stop. The CCTCSP is inconsistent in this case.

2. Following the Forward Check (FC) principle [21], pick
an active variable v, assign a value to it and perform arc
consistency between this variable and each of the unas-
signed active variables. If one domain of the non assigned
variables becomes empty then assign another value to v
or backtrack to the previously assigned variable if there
are no more values to assign to v. Activate any variable
v’ resulting from this assignment and perform arc con-
sistency between v’ and all the active variables. If arc
inconsistency is detected then deactivate v’ and choose
another value for v (since the current assignment of v
leads to an inconsistent CCTCSP). If v is a composite
variable then assign an event to it (from its domain). Ba-
sically, this consists of replacing the composite variable
with one event evt of its domain. We then assign a value
to evt and proceed as shown before except that we do
not backtrack in case all values of evt are explored. In-
stead, we will choose another event from the domain of
the composite variable v or backtrack to the previously
assigned variable if all values (events) of v have been ex-
plored. This process will continue until all the variables
are assigned in which case we obtain a solution to the
CCTCSP. The arc consistency in the above two steps is
enforced as shown in the four cases below. We will as-
sume in the following that evt; and evt, are two events
while x1 and x; are two composite variables.

(a) The constraint is (evt], evty). Arc consistency [27] is
applied here i.e. each interval a of evt; should have
a support in the domain of evt,.

(b) The constraint is (evt{, x1). Each interval a, from the
domain of evry, should have a support in at least one
domain of the variables within x.

(c) The constraintis (x, evt). Each interval a, from the
domain of every event evt within x1, should have a
support in the domain of evt;.

(d) The constraint is (x1,x2). Apply case (b) between
each interval evt within x{, and x».

Using the above rules, we have implemented a new arc
consistency algorithm for CCTCSPs as shown in Fig. 4.
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REVISE(D;, D)
REVISE < false
for each value a € D; do
if not compatible(a, b) for any value b € D then
remove a from D;
REVISE <« true
end if
end for
return REVISE

REVISE_COMP (D;, D)
REVISE_COMP < false
if 7 is an event and j is a composite variable (case b)
D« 0
Dimp < D;
for each event k € D; do
REVISE(D;, Dy)
D < DUD;
D; < Dtmp
end for
Di «~ D
if D; # Dimp
REVISE _COMP < true
end if
end if
if i is a composite variable and j is an event (case c)
for each event k € D; do
REVISE_COMP < REVISE(Dy, D)
end for
end if
if both i and j are composite variables (case d)
for each event k € D; do
REVISE_COMP(Dy, D)
end for
end if
return REVISE_COMP

AC —3 — CCTCSP
Given a CCTCSP (E, Dg, X, Dx, 1V, C, Act)
i, j and k are variables defined on D;, D; and Dy
respectively Q < {(i, j)|(i, j) € C}
while Q # Nil do
0 < 0—{G N}
if i or j is a composite variable (case b, ¢ or d)
if REVISE_COMP(D;, D) then
Q < U{(k,i)|(k,i) € C and k # j}
end if
else (both i and j are events (case a))
if REVISE(D;, Dj) then
Q <« U{(k,i)|(k,i) e C and k # j}
end if
end if
end while

Fig. 4 AC-3 for CCTCSPs

This algorithm is an extension of the well known AC-3 pro-
cedure [27]. We call it AC-3-CCTCSP. Like AC-3, AC-3-
CCTCSP starts with a list of pairs of variables to revise (all
the pair of variables sharing a constraint) and goes through
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this list until this latter is empty. Each pair (7, j) is then
processed (revised) according to the above 4 cases as fol-
lows.

Case (a) Both i and j are events. Here we apply the tradi-
tional REVISE function of AC-3 [27].

Case (b) i is an event and j is a composite variable. As we
stated in rule (b) above, each value a of D; (where D; is
the domain of event i) should have a support in at least
one domain Dy (where k is an event within the compos-
ite variable j). In other words, a is removed from D; if
it does not have any support in any domain Dy. This is
implemented by computing the union of the sets respec-
tively obtained by revising D; with each of the events
within j.

Case (c) i is a composite variable and j is an event. The
function REVISE is applied here on each pair of events
(k, j) where k is an event within i.

Case (d) Both i and j are composite variables. Here we ap-
ply case (b) on each event within i, and j.

Like for general CSPs, variable and value ordering, dur-
ing search, has a significant impact on the size of the ex-
plored space in the case of CCTCSPs. For variable selection,
we will follow the idea of choosing the most constrained
variable first in the hope of triggering early failure. In the
case of value selection, we start with the value that leads to
an easiest to solve CCTCSP first since our goal here is to
find the first solution and that there is no preference on the
solution obtained. More precisely, our variable and value se-
lection policy works as follows.

1. The variables (simple and composite variables) are se-
lected by decreasing order of the number of constraints
they share with other variables. For a given variable x,
this number (that we call degree of a variable) corre-
sponds to the node degree (number of edges connected
to the node) of the node corresponding to x in the con-
straint graph.

2. The degree of a composite variable x is equal to the min-
imum variable degree of all the variables (events) within
its domain D,.

3. If a variable x can activate other variables then we add to
its variable degree, the minimum number of constraints
it can generate (activate) through the activity constraints.

4. For value selection, in the case of a composite variable
x, select the simple variables, within the domain of x, by
decreasing number of their degrees.

5. For an event, select the least constrained value first (the
value that causes the activation of the minimum number
of constraints).

Note that preliminary tests we have conducted on ran-
domply generated CCTCSPs clearly demonstrated the im-
portance of using the above policy. Indeed, for CCTC-
SPs with more than 40 variables the constraint propagation
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Fig. 5 Arc consistency on the initial CCTCSP of example 1

method always fails to solve the problem, while the solution
is returned within a reasonable time (as shown in Sect. 5) in
case the variable|value policy is considered.

Example 3

In the following we will apply our constraint propaga-
tion method to solve the problem presented in example 1.
The initial problem containing the initially active vari-
ables is presented in the top graph of Fig. 5. When apply-
ing the arc consistency algorithm to this initial CCTCSP
(phase 1 of our method) the event Movie; of the com-
posite variable Watch_Movie will be removed as it does
not have any interval that is arc consistent with the val-
ues of the event Mike_Movie. The bottom graph of Fig. 5
shows the initial CCTCSP after enforcing the arc consis-
tency. John_Pick_Lisa will then be selected and assigned
the first interval from its domain: (0 15). This will activate
John_Lisa_Store as shown in the top left graph of Fig. 6.
Applying the arc consistency between this newly activated

event and all the other active variables will result in an
empty domain of the composite variable Watch_Movie. In-
deed none of the two events of this latter composite vari-
able has an interval that is arc consistent with the values
of the event John_Lisa_Store (since the earliest end time
of John_Lisa_Store is greater than the earliest start time of
both Movie; and Movies). John_Lisa_Store will then be de-
activated and the next value to assign to John_Pick_Lisa is
(1 16). This latter assignment and all the others until (14 29)
will fail in the same way. (15 30), the first interval that does
not activate John_Lisa_Store, will then be chosen. This will
result in the activation of the event John_Lisa_Movie. When
applying arc consistency between this new event and the
other active variables, the event Movie; will be removed
as illustrated in the top right graph of Fig. 6. After assign-
ing the values (30 45), (15 35) and Movie; respectively to
John_Lisa_Movie, Mike_Movie and Watch_Movie we will
obtain the CCTCSP in the bottom right of Fig. 6. Finally the
consistent solution is obtained as shown in the bottom left
graph of Fig. 6.

Note that, in addition to the Forward Check (FC) princi-
ple we described earlier in phase 2 of our constraint prop-
agation method, we have explored other propagation strate-
gies. More precisely we are considering the following four
techniques.

1. FC. As we mentioned earlier, this strategy consists of
checking the arc consistency, during the search, between
the current variable (the variable that we are assigning a
value) and each of the future active variables (active vari-
ables that are not assigned yet) sharing a constraint with
the current variable.

2. Maintaining Arc Consistency (MAC). This strategy
maintains a full arc consistency on the current and fu-
ture active variables.

3. FC+. Same as FC except that the applicability of arc con-
sistency is extended to inactive variables as well. This
means that the arc consistency is performed between the
current variable and each of the future active and non ac-
tive variables sharing a constraint with the current one.

4. MACH-. Same as MAC except that the applicability of
the arc consistency is extended to inactive variables as
well. This means that the full arc consistency is enforced
on the current and the future variables (active and inac-
tive).

4 Approximation methods for CCTCSPs

The method we presented in the previous section is an ex-
act technique that guarantees a complete solution. In many
real-life applications where the execution time is an issue,
an alternative will be to trade the execution time for the
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Fig. 6 Constraint propagation for the CCTCSP of example 1

quality of the solution returned (number of solved con-
straints). This can be done by applying approximation meth-
ods such as local search and where the quality of the so-
lution returned is proportional to the running time (as-
suming that the local search method will not be trapped
in a local optimum). In this section we will study the
applicability of the following local search techniques for
solving CCTCSPs: Min-Conflict-Random-Walk (MCRW)),
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Steepest-Descent-Random-Walk (SDRW) and Tabu Search
(TS) [39]. In the following we will show how each of these
methods is applied on CCTCSPs.

4.1 MCRW-CCTCSP
MCRW has already been applied to solve TCSPs [34]. Basi-

cally, this method starts from a complete assignment of tem-
poral intervals to events and iterates by improving at each
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step the quality of the assignment (number of solved con-
straints) until a complete solution is found or a maximum
number of iterations is reached. Given the dynamic aspect
of CCTCSPs (some variables are added|removed dynami-
cally during the resolution process) we propose the follow-
ing algorithm based on MCRW for solving CCTCSPs. This
algorithm is called MCRW-CCTCSP.

1. The algorithm starts with a random assignment of val-
ues to the initial variables. If the initial variable is an
event then it will be randomly assigned a temporal in-
terval from its domain. In the case where the initial vari-
able is composite then it will be replaced by one variable
selected randomly from its domain. This latter variable
will then be randomly assigned a temporal interval from
its domain.

2. Activate any variable where the activating condition is
true and randomly assign to it a value from its domain as
shown in the previous step.

3. If a complete solution is not found and the maximum
number of iterations is not reached, randomly select an
active variable v involved in a conflict and proceed with
one of the following cases:

— If v belongs to the domain of a given composite vari-
able X then select the pair (v;, int,,) that increases the
quality of the current solution (number of solved con-
straints). v; belongs here to the domain of X and int,,
is a value of vlf s domain,

— otherwise, assign to v a value that increases the quality
of the solution.

In the above two cases, if there is no value to increase
the quality of the solution then the method picks ran-
domly one value that does not increase the number of vio-
lated constraints (the current value of the event is picked
only if all the other values increase the number of vio-
lated constraints).

4. Deactivate any variable activated by the old assignment
of v and goto 2.

The problem of the above method is that it can easily
be trapped in a local-minimum. In order to prevent that we
use the random-walk strategy as follows. In step 3 of the
method, the best value is chosen for the event with prob-
ability 1 — pWalk while a random value is assigned to the
event with probability pWalk. Note that, to improve the per-
formance of MCRW-CCTCSP, if we have more than one
assignment that increases the quality of the solution (in step
3 above) then we choose the one that does not cause the de-
activation of variables. Indeed, as demonstrated by the test
results of the next section, variable deactivation affects dra-
matically the performance of the search as it will result in a
change of the CCTCSP which forces MCRW to restart the
search with a new one. Figure 7 illustrates the pseudo-code
of MCRW-CCTCSP.

MCRW — CCTCSP(maxMoves, pWalk)

1. Given a CCTCSP (E, Dg, X, Dx, 1V, C, Act)

2. S <« randomAssign(1V)

3. activate non active variables if the condition is true

4. newActiveVar = list of new active variables

5. 1V < IV U newActiveVar

6. newS < randomAssign(newActiveVar)

7. S <« SUnewS

8. nbMoves <0

9. while eval(S) > 0 and nbMoves < maxMoves

10. choose randomly an active variable v involved
in a conflict

11. randomly pick rWalk from [0... 1]

12. if rWalk < pWalk then

13. assignment <— randomAssign({v})

14. else

15. assignment <— bestAssign({v})

16. end if

17. insert(S, assignment)

18. nbMoves <— nbMoves + 1
19. end while

randomAssign(listVar)

1 assignment <— NIL

2 while (listVar # NIL)

3 pick v from listVar

4. if v € E (v is an event)

5. randomly pick intv from Dy (Dy € DE)

6 assignment <— assignment U (v, intv)

7 else (v is a composite variable)

8. randomly pick vx from Dy (Dy € DEg)

9 randomly pick intv from Dyy (Dyyx € DE)

10. assignment <— assignment U (vx, intv)

11. end if

12. end while

13. return assignment

bestAssign(listVar)

1 assignment <— NIL

2 while (listVar # NIL)

3. pick v from listVar

4 if v € E (v is an event)

5 pick intv from D, (Dy € D) that minimizes

the number of conflicts for v

6. assignment <— assignment U (v, intv)

7. else (v is a composite variable)

8. pick the pair (vx, intv) that minimizes
the number of conflicts for v

9. (vx € Dy where Dy € D

10. (intv € Dy where Dy € DE

11. assignment <— assignment U (vx, intv)

12. end if

13. end while

14. return assignment

Fig. 7 MCRW-CCTCSP

Example 4

Let us illustrate our MCRW-CCTCSP method through the
example 1. The first step is to randomly assign values to
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Fig. 8 MCRW for the CCTCSP of example 1

the initial variables and then activate (and randomly assign a
value to) any variable where the activating condition is true.
The result is shown in the top graph of Fig. 8. There are
two conflicts here and the composite variable Watch_Movie
is selected and assigned the value Movie; since this will re-
duce the number of conflicts to 1 as we can see in the mid-
dle graph of Fig. 8.4 The variable John_Pick_Lisa is then

4Note that we could as well select one of the other 2 variables in con-
flicts: Mike_Movie and John_Lisa_Store. However this latter choice
will not reduce the number of conflicts.
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selected and assigned the value (18 32) since this will re-
duce the number of conflicts to 0 and a complete solution is
obtained in this case as shown in the bottom graph of Fig. 8.

4.2 SDRW-CCTCSP

SDRW-CCTCSP is similar to MCRW-CCTCSP with the
following difference. Instead of selecting the variable in
conflict randomly as it is the case in step 3 of MCRW-
CCTCSP (see Fig. 8), SDRW-CCTCSP algorithm explores
the whole neighborhood of the current configuration and
selects the best neighbor (neighbor with the best quality).
A neighbor of a given configuration (or complete assign-
ment) is obtained from this latter by changing one variable
value. The neighborhood of a given configuration is the set
of all its possible neighbors. SDRW-CCTCSP is randomized
by using the random-walk strategy in the same manner as
for MCRW-CCTCSP to avoid getting stuck at local optima.
The pseudo-code of SDRW-CCTCSP is the same as the one
of MCRW-CCTCSP illustrated in Fig. 7 with the following
slight difference. In line 15 of MCRW — CCTCSP function,
instead of passing the variable v to the function bestAssign()
we pass the entire set of active variables. More precisely line
15 will be as follows.

15. ListActive < list of active variables in conflict.
15bis assignment <— bestAssign({ListActive})
4.3 Tabu-CCTCSP

Tabu-CCTCSP is based on the notion of Tabu list used to
maintain a selective history, composed of previously en-
countered configurations in order to prevent Tabu from be-
ing trapped in short term cycling and allows the search
process to go beyond local optima. In each iteration of the
algorithm, a couple (variable, value) that does not belong
to the Tabu list and corresponding to the best performance
is selected and considered as an assignment of the current
configuration. (variable, value) will then replace the oldest
move in the Tabu list. More precisely, the pseudo-code of
the function Tabu-CCTCSP is described in Fig. 9.

5 Experimentation
5.1 Comparison criteria

The goal of the tests reported in this section is to evaluate
and compare the performance for solving randomly gener-
ated CCTCSPs using the methods we presented in the pre-
vious two sections. More precisely we will first compare
the following four constraint propagation strategies we de-
scribed in Sect. 3 (FC, FC+, MAC and MAC+).
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Tabu — CCTCSP(maxMoves)

Given a CCTCSP (E, Dg, X, Dx, IV, C, Act)
S < randomAssign(1V)

activate non active variables if the activation condition is true
newActiveVar = list of new active variables
1V <« IV U newActiveVar

newS < randomAssign(newActiveVar)

S <« SUnewS

nbMoves <0

9.  tabulList < nil

10. while eval(S) > 0 and nbMoves < maxMoves

P NN R L=

11. listActive < list of active variables

12. do

13. assignment <— bestAssign(listActive)

14. while assignment contains a variable € listActive

15. insert(S, assignment)

16. nbMoves <— nbMoves + 1

17. remove the oldest assignment from fabuList
18. tabuList < tabuList U assignment

17. end while

Fig. 9 Pseudo-code of the Tabu Search method

In the second type of experiments we will compare the
best of the above complete methods with the three local
search methods covered in Sect. 4.

All the experiments are performed on a PC Pentium 4
computer running Linux. All the procedures are coded in
C/IC++.

5.2 CCTCSP instances

CCTCSPs are build from TCSPs randomly generated using
the model RB proposed in [51]. This model is a revision to
the standard Model B [17, 41], has exact phase transition and
the ability to generate asymptotically hard instances. Fol-
lowing the model RB, we generate each TCSP instance in
two steps as shown below and using the parameters n, p, o
and r where:

n is the number of events,

— p (0 < p < 1) is the constraint tightness which can be
measured, as shown in [36], as the fraction of all possible
pairs of intervals from the domain of two events that are
not allowed by the constraint,

— and r and @ (0 < r, a < 1) are two positive constants.

1. Select with repetition rn Inn random constraints.> Each
random constraint is formed by selecting without repeti-
tion 2 of n events.

2. For each constraint we uniformly select without repe-
tition pd? incompatible pairs of intervals from the do-

3 According to the RB model, in order to be able to compute accu-
rately the phase transition, the number of constraints should be equal
tornlnn [51].

mains of the pair of events involved by the constraint.
d = n* is the domain size of each event.

Each CCTCSP instance is then generated as follows us-
ing the parameters N, D, I and a which respectively denote
the number of composite variables, their domain size (num-
ber of events within each composite variable), the percent-
age of variables that are initially active and the density of
activity constraints.

1. Randomly generate a TCSP with the parameters n, p, «
and r as shown above.

2. Generate N composite variables each containing D
events.

3. Select with repetition r[(n + N) In(n + N) — nlnn] new
random constraints (between the n + N composite vari-
ables and events), each formed by selecting without rep-
etition 2 of the n + N variables. This will guarantee that
the total number of constraints is r(n + N)In(n + N)
(as per the requirements of the RB model). Each selected
constraint C;; involving two variables X; and X ; is then
generated following one of the procedures below.

(a) Ifboth X; and X ; are events then we uniformly select
without repetition pd? incompatible pairs of intervals
from the domains of X; and X ;.

(b) If X; is composite and X ; is an event (or vise versa)
then the constraint will be a disjunction of D relations
between the event X ; and each event within X;’s do-
main. Each of these D relations will be generated as
shown above in (a).

(c) If both X; and X ; are composite then the constraint
will be a disjunction of D? relations between the pair
of events from X; and X ; domains. Each of these D?
relations will then be generated as shown above in (a).

4. Select I (n+ N) initial variables fromn+ N (0 <1 < 1).

5. Select a * nbActivity activity constraints where 0 < a <
1. Here nbActivity is the number of possible activity con-
straints. For simplicity, the generated activity constraints
have the following form (X; = val) — X; (where val
belongs to X;’s domain) which is less general then the
definition we have provided in Sect. 2. Thus, the to-
tal number of possible activity constraints is equal to
(nd+ ND)x(n+N —1(n+ N)).

As demonstrated in [51], when the number of variables
approaches infinity the phase transition occurs when the
constraint tightness p =1 — ¢~ . Thus the phase transition
is an asymptotic phenomenon since, only for infinite number
of variables, we can have sharp phase transitions. In addi-
tion, the number of variables and constraints of the possible
CSPs, each CCTCSP contains, is slightly different from the
one of the CCTCSP they are generated from.
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5.3 Comparing complete methods

In the following we will present the results of tests per-
formed by each of the four strategies described in Sect. 3
on several CCTCSP sets. Each set is generated by varying
one of the following parameters: p,a, I, N, D, « and r. For
each test, each of the four methods is executed on 100 in-
stances and the average running time in seconds is taken.

5.3.1 Easy versus hard problems: varying p

Here the parameters are set as follows. n = 140, N = 10,
D=5a=0.8,1=0.8,a=0.2and r =0.6. p varies from
0.2 to 0.9 (in order to consider under and over constrained
problems as well as those near the phase transition). As men-
tioned before, according to the RB model, the phase transi-

o 0.8
"

=1—e_ﬁ=

tion is computed as follows: p=1—e
0.73. In practice it is around 0.7 as we can see from the
test results shown in Fig. 10. In the case of over constrained
problems (tightness greater than 0.8), all the four methods
have comparable running time. This is because the inconsis-
tency is detected in the first stage of the resolution method
we provided in Sect. 3 (corresponding to the application of
the AC3-CCTCSP (see Fig. 4) to the initial problem). In-
deed, the first stage is the same for all the four methods. All
the methods have also similar running times in the case of
under constrained problems. Indeed, in this particular case
the extra effort done by MAC and MAC+ does not remove
much of the inconsistent values and thus does not improve
the overall running time to find a solution. However, when
we move toward the phase transition the extra work per-
formed by MAC and especially MAC+H starts to pay off.
At the phase transition MAC+ is almost 10,000 times faster
than FC and FC+; and 100 times faster than MAC. Note that
the superiority of MAC over FC for hard CSPs has already
been noticed and reported in [36]. Also, considering inac-
tive variables during the propagation through MAC+ does
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help a lot on the complexity peaks. Indeed, at the phase tran-
sition more search space is explored through the backtrack
and many of the inactive variables are activated. Reducing
the domains of these latter is thus very relevant in this par-
ticular situation.

5.3.2 More versus less dynamic problems: varying a, I, N
and D

Figure 11 reports the results of comparative tests conducted
when the parameter a varies from 0.02 to 0.3. The other
parameters are fixed as follows: n =50, N =10, D =5,
p=05,a=038,71=038,r=0.6.

Figure 12 reports the results of comparative tests con-
ducted when the parameter / varies from 0.2 to 0.9. The
other parameters are fixed as follows: n = 50, N = 10,
D=5, p=05 a=0.8 a=0.2,r =0.6. The lower the
value of [ is, the more “dynamic” (and diffult to solve) is
the problem. In both Figs. 11 and 12 the winners are again
MAC and MAC+. While MAC+ does more efforts than
MAC when [ decreases (since the difference between the
two strategies is that MAC+ does the propagation to non
active variables as well as active variables) it is the only
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method solving all the problem instances when the tight-
ness is equal to 0.6. Indeed we have conducted other tests
(that we did not report here) where p = 0.6. The results in-
dicate that FC and FC+ fail to solve all the problems when
1<0.9.

Figure 13 reports the results of the tests when varying N.
Here the number of composite variables N varies from 5 to
20. The other parameters are fixed as follows: n =50, D =
5,p=05,0=0.8,a=0.2,r =0.6 and I/ =0.8. Figure 14
reports the results of the tests when varying D from 2 to 10.
The other parameters are fixed as follows: n = 50, N = 10,
p=05a=08,a=0.2,r=06and I =0.8.

When N or D is increasing, the generated problems be-
come more dynamic. Here again, MAC and MAC+ outper-
form the other two methods.

5.3.3 Small versus large size problems: varying o and r
Figure 15 reports the results of the tests when varying o

from 0.2 to 1. The other parameters are fixed as follows:
n=50,N=10, D=5, p=0.5,a=0.2, r =0.6 and
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Fig. 16 Comparative tests on random CCTCSPs when varying r

I =0.8. Figure 16 reports the results of the tests when vary-
ing r from 0.2 to 1. The other parameters are fixed as fol-
lows: n =50, N=10, 0 =08, D=5, p=0.5,a=0.2
and I = 0.8. According to the RB model, the domain size
d of the events is equal to n%, and the number of generated
constraints is equal to rnlnn. Thus, when « increases the
domain size of the events becomes very large, and when r
increases, the number of constraints increases and the re-
lated generated problem becomes more constrained. In both
Figs. 15 and 16 MAC and MAC+ outperform FC and FC+-.

5.4 Comparing complete and incomplete methods

Since MAC+- is the best method according to the previous
tests, we will compare it to the local search methods we
described in Sect. 4. The comparative tests are conducted
on problem instances generated with the parameters fixed
as shown in Sect. 5.3.1. Since MCRW-CCTCSP (respec-
tively SDRW-CCTCSP and Tabu-CCTCSP) is an incom-
plete method, in case it does not find a complete solution for
a given instance we report the quality (percentage of solved
constraints) of the best solution obtained and the time it took

@ Springer
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Table 2 Comparative tests on random CCTCSPs

Tightness MCRW SDRW TABU MAC+
Time success (%) Time success (%) Time success (%)

0.1 0 100 0 100 0 100 0

0.2 0 100 0 100 0.02 100 0.01

0.3 0 100 0.01 100 0.02 100 0.01

0.4 0.01 100 0.02 100 0.03 100 0.05

0.5 0.08 100 0.12 100 0.13 100 0.14

0.6 0.3 80 0.44 80 0.58 80 1.3

0.7 0.4 70 1.6 68 0.9 65 5.2

to get this quality. Note also that we only consider consis-
tent instances. More specifically we only consider those in-
stances with tightness less than or equal to 0.7. For each of
these instances we run MAC+- to check that the problem is
consistent. The test results are reported in Table 2. For each
test, each method is executed on 100 instances and the aver-
age running time in seconds is taken. In the case of the three
SLS methods, maxMoves (the maximum number of itera-
tions), pWalk (the random walk parameter) and the size of
the tabu list are respectively equal to 10,000, 0.1 and 20. In-
deed, preliminary experiments conducted on randomly gen-
erated CCTCSPs showed that these values provide the best
results for the SLS methods.

As we can see in the table, MCRW outperforms SDRW
and Tabu for all tightness values. This is due to the fact that
these two latter methods perform more efforts at each iter-
ation than MCRW. Indeed, as we have seen in the previous
section, instead of randomly selecting one variable at each
iteration (case of MCRW) SDRW and Tabu consider all the
active variables. In addition, in the case of Tabu we need to
reset the Tabu list anytime the constraint network changes
(due to activation|deactivation of variables). We also note
that MCRW is as good as MACH- for under and middle con-
strained problems. Indeed, in the case of under constrained
problems, for example, the solution is obtained in the case
of MCRW after a couple of random assignments. However,
when we approach the phase transition, the random search
is affected by the change of the constraint network at each
iteration. Indeed, each time an assignment is reconsidered it
usually results in deactivating several variables and activat-
ing others. MCRW has then to restart with this new config-
uration. Note that while MCRW does not solve completely
highly constrained problems, it is still a method of choice in
case we want to trade search time for the quality of the solu-
tion returned. As we can see in the table, in the case where
the tightness is equal to 0.7 for example, we can decide to
get the incomplete solution (solving 70% of the constraints)
within 0.4 seconds with MCRW instead of waiting 5.2 sec-
onds to get a complete one. Trading search time for the qual-
ity of the solution can be very relevant for reactive and real

@ Springer

time applications where an answer is needed within a given
deadline.

6 Conclusion

We have presented in this paper a CSP based framework
for representing and managing numeric and symbolic tem-
poral constraints, activity constraints and composite vari-
ables with a unique constraint network that we call Con-
ditional Composite Temporal Constraint Satisfaction Prob-
lem (CCTCSP). Solving a CCTCSP consists of finding a
solution for one of its possible TCSPs. When considering
only composite TCSPs (CTCSPs) the solving algorithm re-
quires O(DN*TM4M) time cost where N, D, M and d are
respectively the number of events and their domain size,
and the number of composite variables and their domain
size. Adding activity constraints will make the problem even
harder. In order to overcome this difficulty in practice, we
have proposed 2 methods respectively based on constraint
propagation and stochastic local search. Constraint propa-
gation prevents later failure earlier which improves, in prac-
tice, the performance in time of the backtrack search espe-
cially when the propagation is performed through the MAC
principle. On the other hand, due to its polynomial time
cost and incompleteness, the stochastic local search method
MCRW is the method of choice, for highly constrained
problems, in case we decide to trade search time for the qual-
ity of the solution returned (number of solved constraints).
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