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Abstract

PPDN, Push-Pull Distribution Network, — a proposal
for a novel framework for peer-to-peer collaborative re-
search network is presented. Some requirements not ad-
dressed by the currently proposed systems are discussed,
and we show how these issues are addressed in our frame-
work. The framework is based on a distributed approach
and the concept of semantic web. The collaborative network
is represented as a graph, with push and pull edges. The
nodes can act as autonomous or semi-autonomous agents,
implementing different policies.

1 Introduction

The Internet is continuously maturing from its early

years of exciting but somewhat mechanical and static ap-

plications and protocols toward a more  e xible and more

intelligent network. Although the traditional means of com-

munication and information sharing on Internet, such as e-

mail, WWW, or Usenet, still require further research to ad-

dress the problems such as spam, authentication, and infor-

mation privacy, we can say that their scope and usage are

well-understood. Under this umbrella of traditional meth-

ods, we could add search engines, database interfaces, e-

mail lists, and web-based forums. The new level of inte-

gration and collaboration includes the so-called groupware

applications, peer-to-peer systems, and similar kinds of dis-

tributed systems.

From a vast area of different application domains we

limit our domain to the web-based research support sys-

tems. To give a motivation for such system, we list some

of the activities from the life of a typical researcher X that

are not well supported currently:

• easy access to relevant publications and to correspond-

ing meta-data (e.g., BibTeX entry),

• keeping track of X’s publications, in X’s own database,

using it to generate a Web list, in her/his CV, grant

applications etc.,

• passing publications or their metadata to the research

group(s) web sites, selectively, to co-author, collabora-

tors, organizational web site, wider research commu-

nity, research search engines, and similar,

• receiving information about new publications, confer-

ence announcements, calls for papers (CFPs), software

releases, books, and similar.

While an obvious item of exchange described above is a

publication, there are several different types of information

that require similar kind of dissemination:

• publications and publication metadata,

• software and software metadata,

• conference calls for papers (CFP), and

• links, web resources, and web services.

Additionally, in order for our application to be useful and

to be used, the experience has shown that the following re-

quirements also need to be satis ed:

Low maintenance: The researchers are usually happy to

share their contributions, but they refuse to put any

signi cant work into preparing meta-data and system

maintenance [6].

Non-centralized: Non-centralized solutions do not scale

very well. They also represent a one-size- ts-all ap-

proach, which hardly  t in a wide domain such as sci-

enti c research.

Flexible: Setting elaborate and rigid standard and frame-

works in advance would be premature. It is hard to

predict future requirements, and complex standards re-

quire time to learn and train. It is desirable for a

standard or framework to be learnable incrementally—

learn only as much as you need. Such  e xibility would

provide an environment for emerging standards and so-

lutions.

Under  e xibility, we also assume connection  e xibil-

ity. Instead of a rigid distributed system depending on

J.T. Yao, V.V. Raghvan, G.Y. Wang (Eds.): WSS'04, pp. 88-93, 2004.
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real-time communication among peers, we put forward

a network for information dissemination using push

and pull communication links.

2 Related Work

We divide the related work into two groups: the central-

ized repositories and peer-to-peer (P2P) systems.

Centralized repositories. The centralized research

repositories are available to the scienti c community for

several years now. Some of them are CiteSeer1 since 1999,

DBLP2, CS BibTeX3, CompuScience4, CoRR The

Computing Research Repository or arXiv5, NZ-DL6,

Zentralblatt MATH7, and MathSciNet8.

While they have proved to be invaluable to the research

community, showing that they do scale up to certain non-

trivial amount of publications9, these centralized sites also

con rmed weaknesses of the centralized approach. They

are limited in scalability, for user connection as well as for

submissions. The user completely depends on the connec-

tion to the site: so if the site is too busy, or simply down, the

system is unusable. A user is not provided with software to

maintain his own database of publications.

A new solution is needed, but still we would like to make

the centralized repositories part of it. One step in this di-

rection is CiteSeer’s compliance with the OAI—the Open

Archives Initiative protocol for metadata harvesting10.

Peer-to-peer systems. Several P2P projects to support re-

search are described recently.

Werlen 2003 [6] presents the DFN—the German Re-

search Network, which is a non-pro t organization that pro-

vides research infrastructure in Germany. The focus of the

project is on the search capability in indexing and gath-

ering scienti c information. It is a peer-to-peer network

that uses JXTA11 open search protocol. An important fact

noted in [6] that the messages in the network are much more

ef ciently exchanged if the network is organized around

‘super-peers’ or hubs, so that the small-world phenomenon

can be exploited, i.e., the routes from peer to any other peer

are always short. Another important observations are that

researchers do not want to invest any signi ca nt amount of

1http://citeseer.ist.psu.edu/
2http://dblp.uni-trier.de/
3http://liinwww.ira.uka.de/bibliography/index.html
4http://www.zblmath. z-karlsruhe.de/COMP/quick.html
5http://arxiv.org/archive/cs/intro.html
6http://www.nzdl.org/
7http://www.emis.de/ZMATH/
8http://www.ams.org/mathscinet/search
9DBLP announced recently that they reached 520,000 papers.

10http://www.openarchives.org/OAI/2.0/openarchivesprotocol.htm
11http://www.jxta.org

time to prepare data, and the open networks are prone to

spam data, i.e., material inappropriate for the network.

Haase and Siebes 2004 [4] discuss peer selection in peer-

to-peer networks with semantic topologies. The focus of

this paper is on  nd ing a peer in a peer-to-peer network that

has relevant information for our query. Instead of the tra-

ditional approach where a query is broadcasted to all peers,

they propose that peers advertise their expertise, which is

organized into a semantic network. The approach resem-

bles multi-agent systems proposed for distributed informa-

tion retrieval about ten years ago, e.g., see [5].

The focus of our approach is different being focused

on an approach of selective information dissemination in-

stead of active peer querying, however an important com-

monality with [4] is the domain of application. Haase and

Siebes [4] consider the case study of bibliographic meta-

data about publications, which is included in our target do-

mains. The common ontology used in [4] is the Semantic

Web Research Community Ontology (SWRC) [2].

Ahlborn et al. [?] discuss how an existing peer-to-peer

system Edutella could be reused to provide OAI repositories

with search capability.

Very recently, BIBSTER12—an open source P2P system

for managing, searching and sharing bibliographic metadata

from BibTeX  les was announced [3]. The system is im-

plemented in java on top of the JXTA platform. It provides

search capability by routing the query to peers. Bibster is

an application based on technology that combined Seman-

tic Web and P2P technologies. It does not have centralized

control.

3 Problem Specification

As we saw in the previous section, we could roughly di-

vide the existing approaches to the problem of web-based

research support into two groups: (1) centralized publica-

tion repositories like CiteSeer and arXiv, and (2) new dis-

tributed approaches such as Bibster, which somewhat re-

semble the multi-agent systems for information retrieval be-

ing proposed several years ago [5]. While we  nd the both

of these approaches useful, we would like to offer a new

peer-to-peer approach called Push-Pull Distribution Net-
work (PPDN) to address certain applicative approach. The

PPDN framework is designed to address the following is-

sues:

• The weaknesses of centralized sites are well-

known [3]: centralized server, which can be a single

point of failure, it does not scale well with the number

of users nor data items, complete dependence on direct

network connection to the server and on its bandwidth

and delay.

12http://bibster.semanticweb.org
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The existing P2P approaches have other issues:

• They typically require signi cant effort from users in-

volved w.r.t. maintaining the peer system and keeping

it on-line.

• While in a centralized system we rely on one host,

which is normally reliable, in a P2P system we rely

each time on different hosts, with expected higher

probability that one of them may be off-line.

• P2P system relies on distributed querying in search for

relevant publications. Routing, dividing, and merging

such queries is a complex problem, it wastes band-

width due to a lot of redundancies, and may have

longer delay than the centralized approach. It is

reported that such systems may produce too many

queries if the network topology is not carefully de-

signed [4].

These issues are addressed in the PPDN approach in the

following way:

• PPDN is a distributed approach that does not require

a centralized server. The users can with little effort

keep their PPDN nodes, connect and disconnect them

in a  e xible way without disrupting signi cantly the

system as a whole.

• We delegate the issue of searching and querying to re-

liable and high-performance servers, which are part of

the PPDN network. These are equivalent to ‘super-

peers,’ or hubs, as called recently. The long experience

with information retrieval on the Internet provides ar-

guments that a very distributed approach to informa-

tion retrieval would not perform favorably compared

to strong and reliable single-site search engines.

• The issue of relying on some peers to be on-line in a

typical peer-to-peer system in a moment when we need

information is addressed in PPDN by using the push

and pull transfer of information. Rather than waiting

for the moment when we need information, we focus

on information dissemination, so that by the time we

need information, it is available either locally or it is

stored in a search engine repository. Thus, the system

reliability is improved. In our prototype system, we

rely on the e-mail protocol, SMTP, as the transport pro-

tocol, which further improves system robustness, since

SMTP transfer can be performed over relays, not re-

quiring that a sender and a recipient are on-line in the

same time. The search and retrieval task is left to a

centralized repositories which are part of PPDN.

• The network is semi-autonomous, allowing users by

creating forwarding policies to create sub-networks,

networks of trust, and to avoid spam.

X-DBWorld-Message-Type: conference/announcement
X-DBWorld-Name: iiWAS2004
X-DBWorld-Start-Date: 27-Sep-2004
X-DBWorld-Location: Jakarta; Indonesia; Asia
X-DBWorld-Deadline: 23-Jul-2004
X-DBWorld-Call-For: papers, demos, reports,
X-DBWorld-Web-Page: http://www.iiwas.org/conf...

Figure 1. DBWorld Example

PPDN Description. A PPDN is a network of nodes, i.e.,

a directed graph with two kinds of edges: push and pull.
Each site is a semi-autonomous site since it can automati-

cally forward or store received data items, or it can be mod-

erated by a user. The data items are transfered through the

edges using a transport protocol. In our prototype, we are

use SMTP and CGI as the transport protocols. In a push
connection, the sender initiates data transfer; e.g., buy send-

ing an e-mail through a link; while in a pull connection, the

receiver initiates transfer, for example, by accessing a web

site, running a CGI script, or sending a query by e-mail. In

our prototype, the pull connections are implemented using

the CGI protocol.

4 Examples

The PPDN framework is not a completely new idea: it

is more a matter of gluing and merging existing pieces than

designing and launching a new paradigm from the scratch.

Example 1. The members of the DBWorld mailing list13

may have noticed that the information about conference an-

nouncements is encoded using the RFC 822 standard into

headers of the list e-mail messages. This represents an ele-

gant example of a transition from natural-language-only to

semantic web style of informing. An example is given in

Figure 1

Example 2. The second example is taken from the arXiv

mailing list 14 and it is shown in Figure 2. This is example

of an e-mail list used to disseminate publication informa-

tion in a well-formated, but still user-readable style. The

formatting is similar to Example 1, following the style of

the RFC 822 headers. The arXiv mailing list is integrated

with the CoRR repository of the publications with a search

interface.

Example 3. The third example presents an e-mail mes-

sage used to disseminate information about new links avail-

able at the ACL NLP/CL Universe15. The ACL Universe

13http://www.cs.wisc.edu/dbworld/
14http://arXiv.org
15http://perun.si.umich.edu/˜radev/u/db/acl/
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---------------------------------------------...
Submissions to:
Computational Complexity

received from Thu 1 May 03 20:00:02 GMT t...
---------------------------------------------...
\\
Paper: cs.CC/0305035
Date: Mon, 19 May 2003 16:02:54 GMT (3kb)

Title: P is not equal to NP
Authors: Craig Alan Feinstein
Comments: The body is less than 2 pages and e...

recently submitted to the SIAM Journal of D...
Subj-class: Computational Complexity
ACM-class: F.1.3
\\

The question of whether the class of decisi...
solved by deterministic polynomial-time algor...
the class of decision problems that can be so...
polynomial-time algorithms (\textit{NP}) has ...
first formulated by Cook, Karp, and Levin in ...
prove that they are not equal by showing that...
solves the SUBSET-SUM problem must perform at...
\lfloor\frac{n}{2} \rfloor}$ computations for...
${\rm O}(nˆ2)$, where $n$ is the size of the ...
\\ ( http://arXiv.org/abs/cs/0305035 , 3kb)

Figure 2. The arXiv Example

web site contains a hierarchy of links with descriptions,

which is browseable as well as searchable. The hierarchy

is encoded using attributes ‘cat1,’ ‘cat2,’ ‘cat3,’ and ‘cat4.’

The format is similar to previous examples, being text-

based and having attributes and values paired at each line.

5 PPDN Framework

PPDN. Push-Pull Distribution Network (PPDN) is di-

rected graph with two kinds of edges: push and pull edges.

For two vertexes a and b, there may exist two edges (a, b),
one push and one pull edge. The nodes can be regarded as

information repositories. The direction of edges describe

information  o w. In a push edges, the information trans-

fer is initiated by the source node, while in a pull edge the

transfer is initiated by the destination node.

The transfers are either triggered by an event, they are

invoked periodically, or they are invoked manually.

Node structure. The structure of a node in the network

is shown in Figure 4. The information is received through

in-edges and disseminated through out-edges. The edges

are grouped into channels. For example, a channel is a list

of e-mail addresses to be informed about new items. In the

prototype we use plain text  les for site archives, but one

could use any database engine as well. The suggested or-

---------------------------------------------...
Additions to the ACL NLP/CL Universe:
June 7 - October 20, 2003
---------------------------------------------...

link_id L000002988
url http://cf.hum.uva.nl/computerlinguist...
title Amstelogue\’99 - Workshop on Dialogue
author
cat1 CONFERENCE
cat2 1999
cat3 5
cat4
email
annotation May 7-9, 1999, University of ...
date_added Wed Jul 23 12:26:50 EDT 2003
date_indexed

Figure 3. The ACL NLP/CL Universe Example

ganization of the archive is into the personal archives and

cache archives.

The moderating module acts as a semi-autonomous

agent. It can be con gure to automatically store or forward

received data items, wait for user approval, or drop them,

based on a set of rules. The rules depend on the incoming

or outcoming channel, but they can also be arbitrary regular

expression-based rules on data items.

A typical scenario is the following: A researcher X

would set up his own PPDN site. A department, research

groups, projects, and collaborators would also have de ned

sites. A site typically would have a Web interface to pro-

duce a list of items.

Communication Issues. There are several communica-

tion issues that needs to be addressed in a PPDN network:

access control: If our site is source pull site, we may need

a protocol to restrict access to the site based on chan-

nel. This can be solved in various ways based on the

transport protocol. In our case, the CGI access is reg-

ulated through htaccess method.

authentication: If we are the receiver push site, we need a

way to authenticate the sender. Since the transport pro-

tocol for push edges is SMTP, we use GPG (or PGP)

public key signatures for authentication.

encryption: If we need encrypted transport, so that a third

party cannot observe data transfer, in case of SMTP

a GPG/PGP-based encryption is used, and in case of

CGI, HTTPS protocol is used.

Transport protocol. In the prototype we use SMTP trans-

port protocol for push, and CGI for pull edges. However, a

whole slew of alternative transport protocols is available:

SOAP, web services, scp and ssh, ftp, being among them.
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(BibTeX, txt, linkdb
PS, PDF)

personal archives archivescache

Web site
Collaborators, co−authors
Research group repositories
Project Repositories
Organizational repositories
Wider community

moderating
module

Node structure

output
channels

channels
input

User

Figure 4. Node structure

Data items. The following data items are exchanged in

our prototype:

• publication metadata,

• conference CFPs and announcements,

• software metadata,

• links (e.g., resources, web services),

• e-mail list metadata,

• publications, and

• software.

The set of items and their ontology is not rigidly de ned,

so in this prototype stage, the network can be used even

as a distributed e-mail list—where there is no a central-

ized server, but each user can decide to have his own re-

distribution list.

There is an issue of in nit e forward loops, which is re-

solved by keeping MD5 digests of passed data items in the

cache archives, and dropping the ones that are repeated.

Encoding The standard encoding schemes used in simi-

lar semantic networks are XML and OIL. While we intend

to provide a compliant translation into these standards, the

prototype is based on a simpler encoding scheme, similar

to the RFC 822 e-mail headers standard and YAML stan-

dard. An example of encoding of a CFP is given in  gure 5.

Several data items are separated by blank lines. Within a

data item, each line starts with an attribute ending with a

colon (:). A line may be continued by starting the next line

with space or tab, or by ending the the line with backslash

(\).16 If a binary data needs to be encoded, an encoding

16The difference is that a line ending with backslash, the backslash will

be removed and this is a way to encode a new-line character within an

attribute value. In a line continued only by space or tab in the next line, the

new-line character is removed.

Type: conference/announcement/cfp
Name: WSS’04
Full-name: The Second International Workshop on

Web-based Support Systems
Comments: In conjunction with 2003 IEEE/WIC/ACM

International Conference on Web Intelligence
Location: Beijing, China
URL: http://www2.cs.uregina.ca/˜wss/wss04/
Due: 20-Jul-2004
Start-Date: 20-Sep-2004

Figure 5. CFP Example

standard, such as BASE64 is used. This is needed usually

when large data items, such as papers or software is passed.

Policies. There are four kinds of policies de ned for a

moderating module in a node:

receiving policy: de ning whether a data item will be re-

ceived at all from a channel,

storing policy: de ning whether a received data item will

be stored in the cache archive,

sending policy: de ning whether a new data item in the

archive will be sent to a channel, and

forwarding policy: de ning whether a received data item

will be forwarded (even if not stored in the archive.).

The policies are rule based, taking into account the receiv-

ing channel, sending channel, and based on regular expres-

sion matching on data items. There are three policy results:

(1) free, i.e., passing the data item, (2) blocked, i.e., drop-

ping (deleting) the data item, and (3) moderated, i.e,, storing

a data item in a waiting queue, waiting for users decision.
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6 Conclusion

We presented design and a prototype implementation of

the PPDN—Push-Pull Distribution Network—framework

for peer-to-peer research collaboration support. The current

systems were discussed and it is demonstrated how PPDN

addresses a new problem speci cation. The framework pro-

totype is being implemented in Perl and it will be made

open-source.

Future Work. The future work includes beta testing with

a group of collaborators and network of PPDN sites. A po-

tential issue with a PPDN network is that if the nodes only

periodically do forwarding and the time period is very long,

or if the forwarding policy is moderating and the users do

not attend their moderating duty frequently, then a signif-

icant delay in information dissemination could be experi-

enced. This could be explored by running simulation exper-

iments, which is a part of our future plans.
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