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Abstract

Many measures have been proposed and studied exten-
sively in data mining for evaluating the usefulness or inter-
estingness of discovered rules. They are normally defined
based on structural characteristics or statistical informa-
tion about the rules. The meaningfulness of each measure is
interpreted based on some intuitive argument or mathemat-
ical properties. There does not exist a framework in which
one is able to represent explicitly, precisely, and formally
the user judgments. Since usefulness of discovered rules
must be eventually judged by users, a framework that takes
into consideration of users is needed. The objective of the
paper is to propose such a framework based on the notion
of user preference. The results are useful in establishing a
measurement-theoretic foundation of rule evaluation.

1 Introduction

With rapidly increasing capabilities of accessing, col-
lecting, and storing data, knowledge discovery in databases
(KDD) has been emerged as a new area of research in com-
puter science. The objective of KDD systems is to ex-
tract implicit, previously unknown, and potentially useful
information and knowledge from databases. The discov-
ered knowledge is often expressed in terms of a set of rules.
They represent relationships, such as correlation, associa-
tion, and causation, among concepts [37]. For example, the
well known association rules deal with relationships among
sale items [1, 3].

There are many types of rules embedded in a large
database [33]. Furthermore, the number of rules is typ-
ically huge and only a small portion of rules is actually
useful [26]. An important problem in data mining is the
evaluation ofinterestingnessof the mined rules and filtering
out useless rules [26]. Many measures have been proposed
and studied to quantify the usefulness or interestingness of
rules [9, 12, 25, 26, 37]. The results lead to an in-depth
understanding of different aspects of rules. It is recognized

that each measure reflects a certain characteristics of rules.
On the other hand, many studies investigate and compare
rule interestingness measures based on intuitive argument
or some mathematical properties. There is a lack of a well
accepted framework for examining the issues of rule inter-
estingness in a systematic and unified manner.

In this paper, we argue that measurement theory can be
used to establish a solid foundation for rule interestingness
evaluation. The theory provides the necessary concepts and
methodologies for the representation, classification, charac-
terization, and interpretation of user judgment of the useful-
ness of rules. A measure of rule interestingness is viewed as
a quantitative representation of user judgment. The mean-
ingfulness of a measure is determined by the users’ percep-
tion of the usefulness of rules.

Existing studies of rule interestingness evaluation can be
viewed as measure-centered approaches. Measures are used
as primitive notions to quantify the interestingness of rules.
In contrast, our method is a user-centered approach. User
judgment, expressed by a user preference relation on a set
of rules, is used as a primitive notion to model rule inter-
estingness. Measures are treated as a derived notion that
provides a quantitative representation of user judgment.

In order to achieve the above objective, the rest of the pa-
per is organized as follows. In section 2, we review existing
measures of rules interestingness, which reveals some diffi-
culties with existing studies and provides motivations to the
current study. Section 3 presents an overview of measure-
ment theory. Section 4 applies measurement theory to build
a framework of rule interestingness evaluation.

2 Rule Evaluation

As an active research area in data mining, rule evalua-
tion has been considered by many authors from different
perspectives. We present a critical review of studies on rule
evaluation in order to observe their difficulties. This leads
to a new direction for future research.



2.1 A critical review of existing studies

Studies related to rule evaluation can be divided into two
classes. One class, the majority of studies, deals with the
applications of quantitative measures to reduce the size of
search space of rules in the mining process, to filter out
mined but non-useful rules, or to evaluate the effectiveness
of a data mining system. The other class, only a small por-
tion of studies, is devoted solely to the investigations of rule
evaluation on its own. We summarize the main results from
the following different points of views.

The roles of rule evaluation

It is generally accepted that KDD is an interactive and iter-
ative process consisting of the many phases [6, 11, 20, 27].
Fayyadet al. presented a KDD process consisting of the
following steps: developing and understanding of the ap-
plication domain, creating a target data set, data cleaning
and preprocessing, data reduction and projection, choosing
the data mining task, choosing the data mining algorithm(s),
data mining, interpreting mined patterns, and consolidating,
and acting on, the discovered knowledge [6, 7]. Rule eval-
uation plays different roles in different phases of the KDD
process.

From the existing studies, one can observe that rule eval-
uation plays at least three different types roles. In the
data mining phase, quantitative measures can be used to re-
duce the size of search space. An example is the use of
well known support measure, which reduces the number
of itemsets need to be examined [1]. In the phase of inter-
preting mined patterns, rule evaluation plays a role in se-
lecting the useful or interesting rules from the set of discov-
ered rules [25, 26]. For example, theconfidence measure
of association rules is used to select only strongly associ-
ated itemsets [1]. In fact, many measures associated with
rules are used for such a purpose [37]. Finally, in the phase
of consolidating and acting on discovered knowledge, rule
evaluation can be used to quantify the usefulness and effec-
tiveness of discovered rules. Many measures such as cost,
classification error, and classification accuracy play sucha
role [9]. Rule evaluation in this regard is related to the eval-
uation of a data mining system.

The process based approach captures the procedural as-
pects of KDD. Recently, Yao proposed a conceptual formu-
lation of KDD in a three-layered framework [33]. They are
the kernel level, technique level, and application level. The
kernel level focuses on formal characterization, description,
representation, and classification of knowledge embedded
in a database without reference to mining algorithms. It
provides answers to the questions “What is the knowledge
embedded in a database?” The technique level concentrates
on data mining algorithms without reference to specific ap-

plications. It provides answers to the questions “How to
discover knowledge embedded in a database?” The applica-
tion level focuses on the use of discovered knowledge with
respect to particular domains. It provides answers to the
question “How to apply the discovered knowledge?”

With respect to the three-layered framework, rule evalu-
ation play the similarly roles as in the process based frame-
work. In the kernel level, quantitative measures can be
used to characterize and classify different types of rules.In
the algorithm level, measures can be used to reduce search
space. In the application level, measures can be used to
quantify the utility, profit, effectiveness, or actionability of
discovered rules.

Subjective vs. objective measures

Silberschatz and Tuzhilin suggested that measures can be
classified into two categories consisting of objective mea-
sures and subjective measures [25]. Objective measures de-
pend only on the structure of rules and the underlying data
used in the discovery process. Subjective measures also de-
pend on the user who examines the rules [25]. In compar-
ison, there are limited studies on subjective measures. For
example, Silberschatz and Tuzhilin proposed a subjective
measure of rule interestingness based on the notion of un-
expectedness and in terms of a user belief system [25, 26].

Statistical, structural vs. semantic measures

Many measures, such as support, confidence, independence,
classification error, etc., are defined by based on statistical
characteristics of rules. A systematic analysis of such mea-
sures is given by Yaoet al. using a2 × 2 contingency table
induced by a rule [35, 37].

The structural characteristics of rules have been consid-
ered in many measures. For example, information, such as
the disjunct size, attribute interestingness, the asymmetry
of classification rules, etc., can be used [9]. These measures
reflect the simplicity, easiness of understanding, or applica-
bility of rules.

Although statistical and structural information provides
an effective indicator of the potential effectiveness of a rule,
its usefulness is limited. One needs to consider the seman-
tics aspects of rules or explanations of rules [36]. Seman-
tics centered approaches are application and user depen-
dent. In addition to statistical information, one incorporates
other domain specific knowledge such as user interest, util-
ity, value, profit, actionability, and so on. Two examples of
semantic based approaches are discussed below.

Profit or utility based mining is a special kind of con-
straint based mining, taking into account both statisticalsig-
nificance and profit significance [29, 15]. Doyle discussed
the importance and usefulness of basic notions of economic



rationality, such as utility functions, and suggests that eco-
nomic rationality should play as large a role as logical ra-
tionality in rule reasoning [4]. For instance, one would not
be interested in a frequent association that does not generate
enough profit. The profit based measures allow the user to
prune the rules with high statistical significance, but gener-
ate low profit or high risk. For example, Barber and Hamil-
ton proposed the notion of share measures which consider
the contribution, in terms of profit, of an item in an item-
set [2].

Actionable rule mining deals with profit-driven actions
required by business decision making [16, 18]. A rule is re-
ferred to as actionable if the user can do something about
it. For example, a user may be able to change the non-
desirable/non-profitable patterns to desirable/profitable pat-
terns.

Measures defined by statistical and structural informa-
tion may be viewed as objective measures. They are user,
application and domain independent. For example, a pat-
tern is deemed interesting if it has certain statistical prop-
erties. These measures may be useful in the kernel level of
the three-layered framework. Different classes of rules can
be identified based on statistical characteristics, such aspe-
culiarity rules (low support and high confidence), exception
rules (low support and high confidence, but complement to
other high support and high confidence rules), and outlier
patterns (far away from the statistical mean) [38].

Semantic based measures involve the user interpretation
of domain specific notions such as profit and actionability.
They may be viewed as subjective measures. Such mea-
sures are useful in the application level of the three-layered
framework. The usefulness of rules are measured and inter-
preted based on domain specific notions.

Single rule vs. multiple rules

Rule evaluation can also be divided into measures for single
rule and measures for a set of rules. Furthermore, a measure
for a set of rules can be obtained from measures for single
rules. For example, conditional probability can be used as a
measure for a single classification rule, conditional entropy
can be used as a measure for a set of classification rules [34].
The latter is defined in terms of the former.

Measures for multiple rules concentrate on properties
of a set of rules. They are normally expressed as some
kind of average. Hilderman and Hamilton examined many
measures for multiple rules known as the summarizes of a
database [12].

Axiomatic approaches

Instead of focusing on rules, the axiomatic approaches
study the required properties of quantitative measures.

Suppose that the discovered knowledge is represented
in terms of rules of the form,E → H , and is para-
phrased as “ifE then H”. Piatetsky-Shapiro [22] sug-
gested that a quantitative measure of ruleE → H may
be computed as a function ofsupport(E), support(H),
support(E ∧ H), rule complexity, and possibly other pa-
rameters such as the mutual distribution ofE and H or
the domain size ofE andH . For the evaluation of rules,
Piatetsky-Shapiro [22] introduced three axioms. Major and
Mangano [19] added a fourth axioms. Klösgen [13] stud-
ied a special class of measures that are characterized by
two quantities,confidence(E → H) and support(E).
The support(H ∧ E) is obtained byconfidence(E →
H)support(E). Supposesupport(E, H) is a measure as-
sociated with ruleE → H . The version of the four axioms
given by Klösgen [13] is:

(i). Q(E, H) = 0 if E andH are statistically independent,

(ii). Q(E, H) monotonically increases in
confidence(E → H) for a fixedsupport(E),

(iii). Q(E, H) monotonically decreases insupport(E) for
a fixedsupport(E ∧ H),

(iv). Q(E, H) monotonically increases insupport(E) for
a fixedconfidence(E → H) > support(H).

The axiomatic approach is widely used in many other disci-
plines.

An axiomatic study of measures for multiple rules has
been given by Hilderman and Hamilton [12].

2.2 A direction for future research

From the previous discussions, one can make several
useful observations. Studies on rule evaluations can be clas-
sified in several ways. Each of them provides a different
view. Most studies on rule evaluation concentrate on spe-
cific measures, with each measure reflects certain aspects
of rules. Quantitative measures are typically interpretedus-
ing intuitively defined notions, such as novelty, usefulness,
and non-trivialness, unexpectedness, and so on. Therefore,
there is a need for a unified framework that enables us to
define, interpreted, and compare different measures.

A research direction for rule evaluation is the study of
its foundations. Several issues should be considered. One
needs to link the meaningfulness of a measure to its usage.
In theory, it may not be meaningful to argue which measure
is better without reference to its roles and usages. It is also
necessary to build a framework in which various notions of
rule evaluation can be formally and precisely defined and
interpreted. The study of rule evaluation needs to be con-
nected to the study of foundations of data mining.



In the rest of the paper, we will demonstrate that mea-
surement theory can be used to build a foundation of rule
interestingness evaluation.

3 Overview of Measurement Theory

For completeness, we first give a brief review of the ba-
sic notions of measurement theory that are pertinent to our
discussion. The contents of this section draw heavily from
Krantzet al. [14], Roberts [23] and French [10].

When measuring an attribute of a class of objects or
events, we may associate numbers with the individual ob-
jects so that the properties of the attribute are faithfullyrep-
resented as numerical properties [14]. The properties are
usually described by certain qualitative relations and opera-
tions. Consider an example discussed by Krantzet al. [14].
Suppose we are measuring the lengths of a setU of straight,
rigid rods. One important property of length can be de-
scribed by a qualitative relation “longer than”. Such a re-
lation can be obtained by first placing two rods, saya andb,
side by side and adjusting them so that they coincide at one
end, and then observing whethera extends beyondb at the
other end. We say thata is longer thanb, denoted bya ≻ b,
if a extends beyondb. In this case, we would like to assign
numbersφ(a) andφ(b) with φ(a) > φ(b) to reflect the re-
sults of the comparison. That is, we require the numbers
assigned to the individual rods satisfy the condition: for all
a, b ∈ U ,

a ≻ b ⇐⇒ φ(a) > φ(b), (1)

In other words, the qualitative relation “longer than”,≻, in
the empirical system is faithfully reflected by the quanti-
tative relation “greater than”,>, in the numerical system.
Another property of length is that we can concatenate two
or more rods by putting them end to end in a straight line,
and compare the length of this set with that of another set.
The concatenation ofa andb can be written asa◦b. In order
to reflect such a property, we require the numbers assigned
to the individual rods be additive with respect to concate-
nation. That is, in addition to condition (1), the numbers
assigned must also satisfy the following condition: for all
a, b ∈ U ,

φ(a ◦ b) = φ(a) + φ(b). (2)

Thus, concatenation◦ in the empirical system is preserved
by addition+ in the numerical system. Many other prop-
erties of length comparison and of concatenation of rods
can be similarly formulated. For instance,≻ should be
transitive and◦ should be commutative and associative.
The numbers assigned must reflect these properties as well.
This simple example clearly illustrates the basic ideas of
measurement theory, which is primarily concerned with
choosing consistent quantitative representations of qualita-
tive systems.

Based on the discussion of the above example, some
important concepts of measurement theory are introduced
as follows. A relational system(structure) is a set to-
gether with one or more relations (operations) on that set.
That is, a relational system is an ordered(p + q + 1)-
tupleA = (U, R1, . . . , Rp, ◦1, . . . , ◦q), whereU is a set,
R1, . . . , Rp are (not necessarily binary) relations onU , and
◦1, . . . , ◦q are binary operations onU . We call a relational
system a numerical relational system ifU is the set (or a
subset) of real numbers. Operations can be considered as
a special kind of relations. For convenience, we separate
them from other relations. As illustrated by the example
of rigid rods, in measurement, we start with an observed or
empirical systemA and seek a mapping into a numerical
relational systemB which preserves or faithfully reflects all
the properties of the relations and operations inA.

Consider two relational systems, an empirical (a quali-
tative) systemA = (U, R1, . . . , Rp, ◦1, . . . , ◦q), and a nu-
merical systemB = (V, R′

1
, . . . , R′

p, ◦
′

1
, . . . , ◦′q). A func-

tion f : U → V is called ahomomorphismfrom A to B if,
for all a1, . . . , ari

∈ A,

Ri(a1, . . . , ari
) ⇐⇒ R′

i[f(a1), . . . , f(ari
)], i = 1, . . . , p,

and for alla, b ∈ A,

f(a ◦j b) = f(a) ◦′j f(b), j = 1, . . . , q.

The empirical system for the earlier example is denoted by
(U,≻, ◦), whereU is the set of rigid rods and their finite
concatenations,≻ is the binary relation “longer than” and
◦ is the concatenation operation. The numerical relation
system is(ℜ, >, +), whereℜ is the set of real numbers,>
is the usual “greater than” relation and+ is the arithmetic
operation of addition. The numerical assignmentφ(·) is a
homomorphism which mapsU intoℜ, ≻ into >, and◦ into
+ in such a way that> preserves the properties of≻, and
+ preserves the properties of◦ as stated by conditions (1)
and (2).

There are three fundamental issues in measurement the-
ory [10, 14, 23]. Suppose we are seeking a quantitative rep-
resentation of an empirical system. The first step, naturally,
is to define the relations and operations to be represented.
We must describe the valid use of these relations and opera-
tions. The consistency properties to be preserved are known
asaxioms. The set of axioms characterizing the empirical
system should be complete in the sense that every consis-
tency property that we demand is either in the list or de-
ducible from those in the list. The next task is to choose a
numerical system. The final step is to construct an appropri-
ate homomorphism. Arepresentation theoremasserts that
if a given empirical system satisfies certain axioms, then a
homomorphism into the chosen numerical system can be
constructed. A homomorphism into the set of real numbers



is called ascale. The next question concerns the uniqueness
of the scale. A uniqueness theorem is generally obtained by
identifying a set ofadmissible transformations. If φ(·) is
a scale representing an empirical system and ifλ(·) is an
admissible transformation, thenλ(φ(·)) is also a scale rep-
resenting the same empirical system.

If the truth (falsity) of a numerical statement involving a
scale remains unchanged under all admissible transforma-
tions, we say that it is quantitatively meaningful. A numer-
ical statement may be quantitatively meaningful, but qual-
itatively meaningless. In order for a quantitative statement
to be qualitatively meaningful, it must reflect or model a
meaningful statement in the empirical system.

Examples of the discussed view of measurement theory
include the axiomatization of probability and expected util-
ity theory [21, 24], the axiomatization of possibility func-
tions [5] and the axiomatization of belief functions [30].

4 Application of Measurement Theory to
Rule Evaluation

Given a database, in theory, there exists a set of rules
embedded in it, independent of whether one has an algo-
rithm to mine them. For a particular application, the user
may only be interested in a certain type of rules. For rule
evaluation, we assume that we are given a set of rules.

Let R be a set of rules derivable from a databases. User
judgment of the usefulness or interestingness of rules can
be formally described by a user preference relation≻ onR.
Given two rulesR′, R′′ ∈ R, if a user judgesR′ to be more
useful thanR′′, we say that the user prefersR′ to R′′ and
write R′ ≻ R′′. That is,

R′ ≻ R′′ ⇔ the user prefers R′ to R′′. (3)

In the absence of strict preference, i.e., if both¬(R′ ≻ R′′)
and¬(R′ ≻ R′′) hold, we say thatR′ andR′′ are indif-
ferent. An indifference relation∼ on R can be defined as
follows:

R′ ∼ R′′ ⇔ (¬(R′ ≻ R′′),¬(R′′ ≻ R′)). (4)

In our formulation, we treat the user preference relation≻
as a primitive notion. At this stage, we will not attempt to
define and interpret a user preference relation using other
notions.

The next issue is to identify the desired properties of a
preference relation so that it can be measured quantitatively.
Such consistency properties are known as axioms. We con-
sider the following two axioms:

• Asymmetry:
R′ ≻ R′′ ⇒ ¬(R′′ ≻ R′),

• Negative transitivity:
(¬(R′ ≻ R′′),¬(R′′ ≻ R′′′)) ⇒ ¬(R′ ≻ R′′′).

The first axiom is the asymmetry axiom, which requires that
a user cannot preferR′ to R′′ and at the same time prefers
R′′ to R′. The second is the negative transitivity axiom,
which means that if a user does not preferR′ to R′′, norR′′

to R′′′, the user should not preferR′ to R′′′. A preference
relation satisfying these two axioms is called aweak order.
If a preference relation is a weak order, it is transitive, i.e.,
R′ ≻ R′′ andR′′ ≻ R′′′ imply R′ ≻ R′′′. It seems reason-
able that a user preference relation should satisfy these two
axioms.

A few additional properties of a weak order are summa-
rized in the following lemma.

Lemma 1 Suppose a preference relation≻ on a finite set
of rulesR is a weak order. Then,

• the relation∼ is an equivalence relation,

• exactly one ofR′ ≻ R′′, R′′ ≻ R′ andR′ ∼ R′′ holds
for everyR′, R′′ ∈ R.

• the relation≻′ on R/ ∼ defined byX ≻′ Y ⇔ ∃R′,
R′′(R′ ≻ R′′, R′ ∈ X , R′′ ∈ Y ), is a linear order,
whereX andY are elements ofR/ ∼.

A linear order is a weak order in which any two different
elements are comparable. This lemma implies that if≻ is
a weak order, the indifference relation∼ divides the set of
rules into disjoint subsets.

In the measurement-theoretic terminology, the require-
ment of a weak order indeed suggests the use of an ordinal
scale for the measurement of user preference of rules, as
shown by the following representation theorem [23]. That
is, we can find a real-valued functionu as a measure.

Theorem 1 SupposeR is a finite non-empty set of rules
and≻ a relation onR. There exists a real-valued function
u : R −→ R satisfying the condition,

R′ ≻ R′′ ⇔ u(R′) > u(R′′) (5)

if and only if≻ is a weak order. Moreover,u is defined up
to a strictly monotonic increasing transformation.

The numbersu(R′), u(R′′),. . . as ordered by> reflect
the order ofR′, R′′, . . . under≻. The functionu is re-
ferred to as an order-preserving utility function. It quanti-
fies a user preference relation and provides a measurement
of user judgments. According to Theorem 1, the axioms of
a weak order are the conditions which allow the measure-
ment. Thus, to see if we can measure a user’s preference to
the extent of producing an ordinal utility function, we just
check if this preference satisfies the conditions of asymme-
try and negative transitivity. A rational user’s judgments



must allow the measurement in terms of a quantitative util-
ity function. On the other hand, another interpretation treats
the axioms as testable conditions. Whether can measure the
user judgments depends on whether the user preference re-
lation is a weak order [32].

In the above discussion, only the asymmetry and nega-
tive transitivity axioms must be satisfied. This implies that
the ordinal scale is used for the measurement of user prefer-
ence. For the ordinal scale, it is meaningful to examine the
order or compare the order induced by the utility function.

The main ideas can be illustrated by a simple example.
Suppose a user preference relation≻ on a set of rulesR =
{r1, r2, r3, r4} is specified by the following weak order:

r3 ≻ r1, r4 ≻ r1, r3 ≻ r2, r4 ≻ r2, r4 ≻ r3.

This relation≻ satisfies the asymmetry and negative tran-
sitivity conditions (axioms). We can find three equivalence
classes{r4}, {r3}, and{r1, r2}. In turn, they can be ar-
ranged as three levels:

{r4} ≻′ {r3} ≻′ {r1, r2}.

Obviously, we can defined the utility functionu1 as follows:

u1(r1) = 0, u1(r2) = 0, u1(r3) = 1, u1(r4) = 2.

Another utility functionu2 also may also be used:

u2(r1) = 5, u2(r2) = 5, u2(r3) = 6, u2(r4) = 7.

The two utility functions preserve the same order for any
pair of rules, although they use different values.

Based on the formal model of measurement on rules in-
terestingness, we can study different types of user prefer-
ence relations. In order to do so, we need to impose more
axioms on the user preference relation. The axioms on user
preference relations can be easily interpreted, and be related
to domain specific notions.

5 Conclusion

A critical review of rule evaluation suggests that we can
study the topic from different points of views. Each view
leads to different perspectives and different issues. It isrec-
ognized that there is a need for a unified framework for rule
evaluation, in which various notions can be defined and in-
terpreted formally and precisely.

Measurement theory is used to establish a solid founda-
tion for rule evaluation. Fundamental issues are discussed
based on the user preference of rules. Conditions on a user
preference relation are discussed so that one can obtain a
quantitative measure that reflects the ordering of rules by
the user.

The proposed framework provides a solid basis for future
research. We will investigate additional qualitative proper-
ties on the user preference relation. Furthermore, we will
identify the qualitative properties on user preference rela-
tions that justify the use of many existing measures.
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